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Fig. 1: To create a report, the user first explores the different visualization layers, extracts events, and specifies the relevant
information for each of them to be included in the report. The collection of all event cards created in an analysis session is
combined in a single insight report and can be exported as a PDF document.

Abstract—We present VisInReport, a visual analytics tool that supports the manual analysis of discourse transcripts and generates
reports based on user interaction. As an integral part of scholarly work in the social sciences and humanities, discourse analysis
involves an aggregation of characteristics identified in the text, which, in turn, involves a prior identification of regions of particular
interest. Manual data evaluation requires extensive effort, which can be a barrier to effective analysis. Our system addresses this
challenge by augmenting the users’ analysis with a set of automatically generated visualization layers. These layers enable the
detection and exploration of relevant parts of the discussion supporting several tasks, such as topic modeling or question
categorization. The system summarizes the extracted events visually and verbally, generating a content-rich insight into the data and
the analysis process. During each analysis session, VisInReport builds a shareable report containing a curated selection of interactions
and annotations generated by the analyst. We evaluate our approach on real-world datasets through a qualitative study with domain
experts from political science, computer science, and linguistics. The results highlight the benefit of integrating the analysis and
reporting processes through a visual analytics system, which supports the communication of results among collaborating researchers.

Index Terms—Visual Analytics, Text Analysis, Report Generation, Visualization, Verbalization.
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1 INTRODUCTION

One default type of verbal discourse is characterized by
turn-taking among two or more speakers. This type of dis-
course can include rapid exchanges of ideas and opinions,
leading to frequent shifts in the topics of the discussion. In
our work, we have been concerned with discourse taking
place in contexts of political argumentation. Researchers
within political science working with such discourses tend
to be interested in some of the following aspects: which
topics are discussed, what vocabulary is used [1], how the
argumentation evolves, to what degree it is deliberative,
are speakers using the indirectness and other strategies
of description [2]. Linguists tend to focus more on un-
derstanding the structure and use of language and thus
concentrate on particular features of the discourse such as
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the type and amount of turn-taking, the precise morphosyn-
tactic realization of the propositions that have been uttered,
and the overall rhetorical structure of the discourse. While
such discipline particular analysis differs, there is a cross-
disciplinary need for tools that help investigate the context
of specific linguistic features and the individual use of lan-
guage. Visual analytics has the potential to help in analyzing
such data by applying and combining computational and
visualization methods [3].

Besides the computational and visualization methods
for data examination, an effective exchange of the gained
insights with colleagues as well as collaborators is essential
for an effective analysis outcome. The exchange of insights
might not only evoke new discussions, but also enable
verification of the findings in situations when there is high
data uncertainty. According to Mathisen et al. [4], often,
if the analyst cannot share the findings with stakeholders
or other analysts, the analysis process can be meaningless.
Besides academic blogs or academic papers, reports are a
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form of ’output’ used for such a knowledge exchange [5].
The report generation is a time-consuming process, es-

pecially if done manually, and requires (1) the search for
interesting regions within a discourse and (2) the extraction
of relevant information for the research question at hand.
Before reporting the findings, (3) analysts might take notes,
summarizing more specific observations obtained during
the analysis and integrating their domain knowledge in
the final report (Figure 2). By collecting the user’s findings
during the analysis in an automatic manner, the reporting
process would become more efficient. To support the analy-
sis and report generation through a visual analytics system,
one needs to consider that although the analysis process
for different domains (e.g., political science, linguistics) is
similar, the generated reports have to be user-targeted and
task-specific due to the various research questions at hand.
More specifically, a system that automates this process will
need to solve three main requirements: (1) be granular in
its interactions to allow for multiple disciplines to use it
effectively; (2) to generate custom reports that mimic the
work of the analysts; (3) to add efficiency to the processes.

With all of these requirements in mind, we present Vis-
InReport, a visual analytics tool for interactive data analysis
with the focus on report generation of discourse transcripts.
We introduce the concept of visualization layers, which we
define as a visual representation of one or more discourse
components (utterances, speakers, time) at varying granu-
larities. Each visualization layer is relevant for a specific task
(e.g., topic analysis, feature correlation analysis), displaying
one particular aspect of the data. These layers help in iden-
tifying regions of interest in the discourse by showing the
distribution of linguistic features and give clues to the con-
textual development of the discussion. VisInReport not only
allows analysts to find the relevant aspects of the discourse
they are investigating, but easily combines the annotations
into an automatically generated insight report. The report
summarizes and organizes the analysts’ work in a way that
allows researchers to easily save and share the gathered
insights. The system adds to existing processes by utilizing
two types of information: data- and user-driven. The data-
driven events are generated automatically and rely on a se-
ries of linguistic features. For discourse analysis, we include
information about the topical changes within a discussion
(e.g., topic-shift, topic recurrence), as well as argumentation
features (e.g., consensus, denial, reason-giving) and rhetori-
cal features such as projection of a common ground, leading
questions or rhetorical questions. User-driven events are
created by the analysts and can be used to verify a generated
hypothesis. Due to a modular representation of the data, it is
simple to adjust the report to the users’ needs and research
questions. All the events created in an analysis session are
combined into a PDF file, which can be used for further
research and knowledge dissemination.

To summarize, this paper contributes VisInReport, a
tool for interactive text analysis that supports data and
user-driven event creation and generates reports outlining
the explored events in an automated manner. To evaluate
our tool, we conducted a qualitative study using real-
world datasets with domain experts from political science,
computer science, and linguistics. The results highlight the
benefit and efficiency of tightly integrating the analysis

Fig. 2: Three main requirements gathered from stakeholders
are the identification of relevant regions of the discussion,
information extraction, and report generation.

and reporting processes through visual analytics, which
supports the communication of results among collaborating
researchers.

2 RELATED WORK

In this section we describe existing methods for visualizing
discourse transcripts by identifying three main groups: con-
tent, time-aligned, and speaker interaction visualizations.
Additionally, we look at techniques to extract representative
sentences from a text document, and methods to generate
reports automatically.

2.1 Revealing Text Content
Exploration and discovery in a large text document requires
investigation at multiple levels of abstraction, from meta
information about the document to individual utterances
and words. LDA [6] topic modeling is the most frequently
used algorithm to extract abstract topics in a text document.
It decomposes a collection of documents into topic distri-
butions where each document is represented by a weighted
subset of topics.

FacetAtlas [7] and TopicPanorama [8] use a graph struc-
ture to visually display topics and their descriptive key-
words. The graph structure shows the main content of the
data. FacetAtlas employs a multifaceted graph visualization
to show local keyword relations and a density map to por-
tray global cross-document relationships. TopicPanorama
supports analysis of relevant topics discussed in multiple
sources, such as news, blogs, or micro-blogs. It shows
common topics covered by multiple sources, as well as
distinctive topics from each source.

Many other types of visualizations have been used
to display topic distribution within a document corpus.
Serendip [9] addresses the challenges of scale and multiple
information sources; it uses probabilistic topic models to
structure exploration through multiple levels of inquiry
(e.g., corpus level, passage level, keyword level). Conver-
sation Clusters [10] present detected topics as clusters of
words grouped together creating a visual summary of a
discussion. Chaney et al. [11] display topics using bar repre-
sentations. They “rank the topics by their relative presence
in the corpus and display each in a bar with width propor-
tional to the topic’s presence score.” [11]

Named entities in a conversation have also been used
to describe the content of a transcription. For instance,
NEREx [12] is an interactive visual analytics approach for
the exploratory analysis of discourse transcripts based on
named entity relations.
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2.2 Visualizations of Time-Aligned Text
Multiple visualization techniques exist to show text data in a
time-aligned manner. Time-aligned representation is impor-
tant when visually displaying the contents of a discourse, as
it can present topic changes over time and guide the user
to interesting temporal regions of the discussion. Dou et
al. [13] write that “visualizing topic trends is one of the
many benefits of combining interactive visualization with
topic models.” These visualizations support tasks such as
the evolution of topic trends over time and the emergence
of individual topics [13].

Several time-aligned text visualizations use topic mod-
eling results by applying a stream graph visualization in-
troduced in the ThemeRiver system [14] to represent topic
development over time. This concept has been used in sev-
eral text analysis implementations. TIARA [15] derives time-
sensitive keywords to depict the content evolution of a topic
over time. TextFlow [16] expands this method and visualizes
not only topic evolution trends, but also the critical events,
and the keyword correlations. TopicFlow [17] visualizes the
results of topic alignment between sets of tweets over time.
In addition to topic clusters, Conversation Clusters [10] uses
a thread history visualization to show a historical overview
of salient topics in discourse over time. HierarchicalTopics
[18] uses the Topic Rose Tree [19] algorithm to generate a
hierarchy of topics and show their temporal evolution using
the Hierarchical ThemeRiver technique.

Another example of time-aligned visualizations are Lex-
ical Episode Plots [20]. Lexical Episodes are word sequences
where a single word has a higher density than expected in
the whole text document.

Recurrence Plots [21] can reveal trends and features in
complex time series data. This information visualization
technique works by measuring the similarity of points in a
time series to all other points in the same time series and
plotting the results in two dimensions. Angus et al. [21]
apply this technique to plot the conceptual similarity be-
tween pairs of text utterances using a matrix representation.
Another visualization method to plot recurrences is the arc
diagram introduced by Wattenberg [22]. This technique is
capable of representing complex patterns of repetition in
string data. Multiple authors have used this technique for
representing relationships between text elements in docu-
ments. For example, Kerr [23] used arc diagrams to visualize
message relations (reply-relations) within a thread.

Heat maps are frequently used to show values of high-
dimensional data, including textual patterns [24]. Multiple
works use heat maps to illustrate occurrence and frequency
of text patterns [25], [26]. The former example uses a heat
map to show the distribution of normalized tag counts per
text represented as bands of color. The latter uses a heat-
map representation to show differences between opinions
of customer feedback data.

Kucher et al. [27] in their tool uVSAT plot time-series
data fetched from blogs and forums as line charts to display
stances (e.g., sentiment terms and their frequencies).

2.3 Speaker Interactions
Beyond the development of topics, each turn taken by a
speaker, which leads to changes in topics is relevant for

many analyses. For example, ConToVi [28] supports the
exploration of the dynamics of a conversation over time.
The authors use Topic-Space Views to track the movement
of speakers across the thematic landscape of a conversation.
South et al. [29] summarize speaker behavior in a political
debate, visualizing discussed topics and speaker interaction.

Frequently, several aspects of data (e.g., content, tempo-
ral feature changes, speaker activity) need to be analyzed
in order to answer a single question (solve a single task).
Thus, several visualizations need to be observed in parallel.
The interface we present here, VisInReport, addresses this
need by combining multiple visualization techniques into
a single window enabling an efficient and flexible interface
suitable for different analysis tasks. Soto et al. [30] present
a tool ViTA-SSD, which is composed of multiple panels
each aggregating a set of related functionalities. Although
the general idea to represent the data in multiple panels
is similar to ours, they all are statically integrated into the
main view; thus, in contrast to our tool, the user is not able
to flexibly arrange her workspace. Furthermore, this tool
does not support discourse analysis.

2.4 Summary Generation
Allahyari et al. [31] have provided a brief survey on text
summarization techniques. One well-known approach to
generate a text-summary is the extractive method, which
selects some linguistic units (e.g., words, sentences) from
given documents [32]. The second approach to generating
an automatic text summary is the abstraction method; its
aim is to interpret and examine a document using NLP
techniques in order to generate a new shorter version that
conveys the most critical information from the original text
[33], [34]. Summary generation can be performed on the
single document or at the corpora level. Many existing ap-
proaches for single document summarization use statistical
methods such as TF-IDF [35], linguistic approaches (e.g., n-
grams, noun phrases), or a combination of both types. Also,
machine learning techniques like Naive-Bayes [36], SVM
[37], and HMM [38] are suggested to improve extractive
summarization [31].

2.5 Report Generation
Commercial data-analysis tools such as Tableau, Looker,
Leximancer, and Zoho privilege data summarization and re-
porting, since they both are integral to the business analytics
process. Few papers in the data visualization domain talk
about report generation. One example is Avocado [39], an
interest-driven adaptive approach to provenance visualiza-
tion which allows users to communicate complex multi-step
analyses. Mathisen et al. [4] present a conceptual design for
integrating reporting of data insights into visual analytics
processes and enabling collaborators to interact with the
report components at different levels of detail.

Interactive visual analytic activities often make it diffi-
cult for the user to capture the steps of the analytic process
and understand how a particular insight was discovered or
why a decision was made. Analytic provenance captures the
interactive data exploration and human reasoning process,
to support sensemaking [40]. Provenance can be seen as
“reflection-in-action” during analysis which helps trace data
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Fig. 3: The VisInReport interface (annotated for clarification) showing three re-sizable views containing a selection of
visualization layers. The layout was arranged by a user to utilize most of the available space for the exploration of the
(animated) speaker activity visualization. The analyzed US-supreme-court dataset of the case Bush vs. Gore consists of two
speaker groups; Advocates and Justices. In the selected region of the discussion (also marked as an event), speakers discuss
the legal-vote topic. The animation shows three active speakers and, in particular, Justice Antonin Scalia commenting on
how to deal with the improperly marked ballots.

quality and uncertainty throughout the process. Our tool
can be used for analyzing provenance, allowing the user to
specify which information is relevant and, thus, should be
included in the report.

Our reports are based on events detected in the discourse
transcript. According to Hogenboom et al. [41], event extrac-
tion combines knowledge and experience from a number
of domains, including computer science, linguistics, data
mining, artificial intelligence, and knowledge modeling. It
can be seen as the extraction of complex combinations of re-
lations between actors (entities). For instance, Dou et al. [42]
propose an interactive visual analytics system, LeadLine, to
automatically identify events in the news and social media
data. Our system includes the results of topic modeling in
similar ways adding more micro-linguistic features covering
a broader spectrum of analysis. TimelineCurator [43] uses a
similar representation of events to ours, where the events
are arranged on the x-axis. However, similar to LeadLine
tool, the analysis is based on news article data. Thus it lacks
a speaker analysis component.

3 SYSTEM DESIGN

Our tool aims at supporting scholars in exploring multiple
aspects of discourse data. For instance, the users should be
able to analyze the evolution of arguments and topics as
well as interactions of different micro-linguistic feature. The
found insights should be summarized in a report. Currently,
the identification of relevant parts of a discourse and in-
depth exploration of the content of these regions tend to

require extensive and time-consuming manual effort. The
main goal of our tool is to aid users in this process. During
our long-term collaboration with political scientists and
computational linguists, we identified several requirements
for a visual analytics solution supporting discourse analysis
and report generation. The requirement analysis included
several informal interviews with two PhD students (one
from each discipline) concerning their typical workflow of
discourse data analysis. We support the following require-
ments gathered from stakeholders: (1) relevant region iden-
tification, (2) exploratory analysis, and (3) report generation.
Due to the differing research goals across disciplines, there
was a need to create a flexible interface that can be arranged
based on user needs. Hence, the created views are abstract
visual representations, each encoding a specific granularity
of the data. They allow us to show the content of the
discourse, speaker activity, various micro-linguistic features
and other characteristics of a discourse independently from
one another. It is a simple task for the analyst to arrange
their work space to make it more appropriate for their
specific task. To this end, we present these modular views
to the user calling them visualization layers.

Some of the designed visualization layers share simi-
lar characteristics; hence, we divide them into three main
groups: (1) content visualizations, (2) speaker profile and activity
visualizations, (3) time-aligned visualizations (shown in Fig-
ure 4). As all of the components of these groups are gener-
ated as an independent entity, each group can be extended
easily by adding a new visualization layer to the existing
ones. The size of each view is variable and fully controlled
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Fig. 4: The three groups of visualization layers that share
similar characteristics are displayed separately, in user-
adjustable views.

by the user. The content, speaker profile, and activity view
shows visualization layers presenting the overview of the
topics detected using a topic modeling algorithm (by default
LDA) and arranges images of speakers in relation to their
utterances across time. An animated visualization is used
to present the dynamics of a discourse and the speaker
interactions across its thematic landscape. To allow for com-
parisons over time, we show the past, present, and future of
the topic distribution for distinct regions of a text. Addition-
ally, we present speaker profiles containing a summary of
their frequently used topic keywords and the average sen-
timent for the selected discourse region. The full-text view
gives access to the complete discourse transcript, supporting
manual analysis methods and hypothesis testing. The time-
aligned visualization view includes visualization layers
which show different perspectives of utterances displayed
in relation to time.

4 VISUALIZATION LAYERS

To create a broad and flexible tool for report generation
which supports different analysis tasks of researchers from
multiple disciplines, we introduce the concept of visualiza-
tion layers. A visualization layer is an abstract representa-
tion of a discourse which shows one or multiple discourse
components (e.g., utterances, speakers, time) at a time. Our
tool contains various visualization layers (a selection of
these layers is shown in Figure 3); some of the layers are
already familiar from other work, e.g., the Lexical Episode
Plots [20] or Conceptual Recurrence [21] visualization. In the
following, we list components available within our tool.

4.1 Components of a Discourse

A discourse transcript differs from traditional text docu-
ments (e.g., news articles) in multiple aspects. Not only
does a discourse contain a high level of noise (e.g., errors
occurring in the transcription process), making it hard to
process, it also contains multiple components (e.g., utter-
ances, speakers, and time) which all may be relevant to an
analysis. Together these components enable a view of the
underlying patterns from different linguistic perspectives.
Utterances One defining feature of a discourse transcript is
that it involves multiple participants who engage in speaker
turns. For the purposes of analysis, it is important to observe
each speaker’s turn (utterance) separately to expose patterns
over time and to provide information on specific features
such as interruptions. Utterances can also be analyzed as a

Fig. 5: Topic Bars show five topics from the first US presiden-
tial debate between Trump and Clinton in 2016; topics are
extracted using the LDA algorithm. The user has labeled the
topics manually. Colored bars show the topic distribution
over the whole discussion. Each colored stacked bar shows
the distribution between utterances said by Clinton, Trump,
Moderator for the respective topic.

single document collection and be used as input for a topic
modeling algorithm.
Speakers Another important component for analysis is in-
formation about the individual speakers. The analysis of
utterances in relation to the speakers helps demonstrate how
each of them influences the discussion’s flow and topical
changes. Furthermore, it is important to see not only what
speakers are saying, but also what their overall opinion
(sentiment) is about the topic at hand.
Time The third main component in a discourse is time. The
position of an utterance in time plays an important role for
the analysis, i.e., it is important not only to find out which
topics have been addressed in a discourse, but also when
they occur the first time and how they develop over time.
For these reasons time is included as a controllable function.

4.2 Combination of Components into Layers

The tool has one central visualization layer – a timeline
of utterances. On this layer we use a brushing function
controlled by clicking and dragging the mouse to enable
the selection of a distinct discourse region; the selected part
of the discourse is displayed in the content visualizations.
Content Visualizations By applying a topic modeling al-
gorithm, we are able to explore the content of the analyzed
discourse. The user can choose between multiple topic mod-
eling algorithms (e.g., LDA, Incremental Hierarchical Topic
Modeling [44], and Biterm Topic Modeling [45]) for topic
extraction. For a discourse transcript, we handle a single ut-
terance as a separate document. The user can specify which
features (e.g., distinct POS tags, named entities, stop-words)
should be excluded from the keyword vectors. The output
of the topic modeling algorithm is a topic distribution for
each utterance, where each topic is represented by a list of
descriptive keywords and their probability scores.

We use a similar idea to Chaney et al. [11] and show the
extracted topics in a horizontal topic bar visualization except
we apply a slightly different mapping to encode the size of
the topic within the bar. A single topic representation con-
sists of three components: a rectangle on which we place the
fifteen most significant topic keywords, and two rectangles
in each horizontal direction, where the width of the colored
bar encodes the topic’s size (shown in Figure 5). Each of the
colored bars can be seen as a separate stacked bar, showing
the distribution of speakers or speaker parties (as defined by
the user) for the particular topic. The topics are displayed
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Fig. 6: Speaker profiles show the average sentiment and the
most frequent keywords for the selected discussion’s region.
Here, Trump has a relatively negative sentiment while dis-
cussing the ISIS topic.

according to descending size. We scale the keywords to
their relative frequency in the utterances of the particular
topic. Depending on the visualization’s size, the first x
fully visible keywords are displayed in the visualization.
Before we decided to use this visual representation, we tried
out multiple other keyword layouts like the WordCloud
[46] representation. We faced two problems though: (1) a
WordCloud requires space which is limited in the used
visualization especially if multiple topics are extracted; (2)
the position of the words in a WordCloud don’t have a
meaning. The second limitation is crucial, as it influences
how the user perceives the topic. Thus, we placed keywords
in a single row sorted to their frequencies. To simplify topic
recognition, we allow the user to manually label the topic.

Another visualization layer to show content informa-
tion is an automatically extracted summary of representative
sentences. This provides insights into the context of the
topic keywords. The five most representative sentences are
extracted for the observed discussion’s region. We score
sentences according to the topic keywords they contain
and their significance scores as retrieved from the topic
modeling algorithm. The sentence with the highest sum of
significance scores is seen as the most valid representative
sentence for the particular utterance.

Jänicke et al. [24] state that close reading is a funda-
mental method in text analysis applications and Cheema
et al. [47] write that even in projects that use a distant
reading technique it is important for analysts to actually see
the underlying text sources in order to verify hypotheses
and to build trust in the research approach. Thus, the last
visualization layer for content representation is the full-text
view, which supports the close reading method.
Speaker Profile and Activity Visualizations Another group
of visualization layers which has relevance for analysis are
speaker profile and activity visualizations. We provide one
visualization layer showing the speaker profile information.
In this layer, each speaker is represented by a speaker’s profile
card (Figure 6). These cards show general information like a
speaker’s name and his profile image with a border colored
to indicate his party. We also display relevant topic key-
words with their frequencies, sorted according to descend-
ing order. Additionally, we display the average sentiment
(extracted using OpenNLP Sentiment Analysis algorithm1)

1. https://opennlp.apache.org/

of the observed utterances, using a slider visualization and
a bipolar color scale.

For a more detailed representation of topic changes and
speaker interactions, we use an (animated) speaker activity
visualization (Figure 7). This is a complementary layer to
the previously described topic bar visualization. Before the
animation is started, we update speaker positions, topic bar
width, and keyword sizes with respect to the selected utter-
ance region. If the user has selected a distinct discussion’s
region (not the whole discussion), we display two additional
bars for each topic. The bar on the left-hand side shows how
frequently the topic has been discussed in the discourse
before the selected region. The bar on the right-hand side
shows how frequently the topic has been discussed in the
discourse after the selected region. The mirrored bars in the
middle show the topic distribution for the selected region.
This concept has been recently presented for visualizing
focus and context in time-based charts [48]. Speakers who
have not talked in the discourse region before the selection
are placed on top of the topic bar visualization. Speakers
who have already spoken are placed underneath the topic
bar visualization. This provides the first overview of speaker
activity in the discussion until the first selected utterance.
When the animation is started, we simulate the discussion’s
flow by highlighting active speakers and displaying their
said utterances one by one. In order to show speaker activity,
we use a “stage” metaphor. Speakers who actively partici-
pate in the conversation, spend more time on the “stage”
than those who are less active. The currently active speaker

“walks” to the front of the stage while talking and takes
a position which is next to the topic bar having the highest
probability for the particular utterance; other speakers are
faded out and they “move” backward. In the meantime,
a glyph representing the current utterance is created and
placed on a gray “track” on top of the particular topic bar.

The final version
of the utterance-
glyph design is a
result of an iterative process. The intermediate results were
glyph representations, having multiple attributes encoded
in different visual elements (e.g., arrows or circles were
used to encode topic recurrence features). We collected
qualitative feedback from three PhD students in computer
science and figured out that due to the rapid movement
of the elements, it was hard to capture the encoded
information. Thus, we decided to show the utterance as
a simple circle, by mapping the word-count to its radius
and the color to its speaker or its speaker party’s color. To
highlight interruptions in the text, we display a vertical
line for utterances which contain only one or two words.
In addition to the glyphs, we highlight the topic keywords
for each utterance and update their font-size to show their
relative frequency in the currently observed utterances. To
provide more context, we extract representative phrases by
splitting the previously described representative sentences
into lexical components separated by a comma. For each
phrase, a new significance score is calculated using the
same method as for the representative sentences. When
the animation is played, we update representative phrases
which are displayed on the topic bar, underneath the topic
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Fig. 7: Animated speaker activity view (annotated for clarification) showing an excerpt from the first US presidential debate
between Trump and Clinton in 2016. Although the presidential candidates are discussing tax-policy, Trump suddenly brings
up the ISIS topic, saying that “She [Hillary Clinton] tells you how to fight ISIS on her website.”

keywords. At most one phrase with the highest significance
score for a single utterance is shown and two phrases from
one topic are displayed next to each other at a time.

Additionally, we update the mirrored bars placed on
both sides of the topic bar which represent the topic sum-
mary for the selected discussion’s region as well as display-
ing the discussion’s flow. For each said utterance, the width
of the mirrored bar of the speaker/party on the left-hand
side is reduced. When the utterance glyph reaches the end
of the gray “track”, the width of the bar of the speaker/party
on the right-hand side is increased appropriately.
Time-Aligned Visualizations Time-aligned visualizations
are another relevant group of visualization layers. In these,
each utterance is treated as a single instance of the discourse.
We arrange the time-aligned visualizations horizontally and
stack them on top of each other. First, we create a visu-
alization layer using a bar chart representation which has
the functionality of a timeline (Figure 8a). We display each
utterance as a bar of the same width, with the utterance’s
word count mapped to the bar’s height. The user can define
whether the bar’s color should represent the speaker, or
his party. A black pointer shows the relevant part of the
discourse in the full-text view via mouse over. The bar
chart visualization is displayed on top of all time-aligned
visualizations. The order of other visualization layers from
this group can be changed by the user, specifying their point
of interest. We use the timeline visualization to allow the
user to select a specific region of the discourse. The selection
is performed by a brush function. The content visualizations
are updated, depending on the selected utterances.

Heat maps (Figure 8b) are frequently used to visual-
ize high-dimensional numerical data. We provide a list of
micro-linguistic features [49] for the selection and enable the
user to interactively generate a heat map of their interest.
We extract the features with a combination of statistical,
linguistic, and machine learning techniques; the feature

values can be either boolean or numerical. The flexible
and robust design aims to support easy additions of new
features, each visualized in the appropriate time-aligned
layer. Our tool supports several types of micro-linguistic
features, such as Argumentation Features, Question Types,
and Topic Modeling Features. For an effective analysis of
the deliberative quality of communication, linguistic and
statistical cues are important. Thus, we provide a list of
argumentation features such as agreement and disagreement.
Altogether, we include 53 linguistic features, grouped into
four categories, which can present the dynamics of delibera-
tion (see [50] for reference). These features are extracted via
the parsing pipeline developed by Hautli-Janisz et al. [51].
Via rule-based methods we extract different types of ques-
tions [52]. Information seeking questions (ISQ) genuinely
seek an answer and include constituent questions (e.g., what,
who, where), yes/no questions and alternative questions (or).
Non-information seeking questions (NISQs), on the other
hand, are employed to express a range of different functions,
many of them signaling particular attitudes or assumptions
by the speaker. Furthermore, we extract multiple topic
modeling features such as topic shift (someone changes the
topic), topic persistence (someone keeps insisting on a topic),
and self recurrence (someone stresses a topic) [53]. They are
descriptive for topic modeling analysis, highlighting themes
in the text. The extraction of these features is based on topic
distribution over utterances/speakers.

The user can select features for analysis; a row of squares
is added to the existing heat map, showing the values of the
selected feature for each utterance. The layout is similar to
other time-aligned visualizations, enabling the analysis of
correlations between different layers. For features having
boolean values, we display a square in the particular row if
the feature is present in the utterance. Due to the usage of
color variable for multiple visualizations, we show the heat
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(a) Selection in the utterance timeline.

(b) Feature heat map. Displayed are sentiment, topic shift, and
interruption features.

(c) Similarity matrix, where two similar repeating questions are
highlighted.

(d) Lexical episode plots highlight discussion’s regions where
word jobs, cut, money occur more dense than expected.

(e) Lexical episodes in a collapsed representation to reduce the
information overload if this visualization is not relevant for the
analysis.

Fig. 8: Time-aligned visualizations are arranged horizon-
tally, underneath one another. This allows the detection of
correlations between features and the content of different
visualization layers.

map in a gray scale.
The similarity matrix (Figure 8c) is taken from Angus et

al. [21], who used it to represent conceptual recurrence. In
contrast to the specification by Angus et al., we use the
matrix to show utterance similarity calculated using a cosine
similarity function [54], which was a requirement from the
domain experts. To make the visualization more compact,
we extract groups of neighboring-utterances which occur
between topic shifts with a minimum threshold 0.5 (this is a
heuristic and could be changed) and display the similarity
only for the neighboring utterances. The representation is
a rotated matrix-like visualization where the similarity is
mapped to the opacity of the entry. It enables the user
to detect utterances which contain similar content and are
repeated in the discussion multiple times. By hovering over
a data item, the particular utterance pair is highlighted and
the utterance text is displayed in a tooltip.

While we have used existing visualizations, we have
adapted several parameters. For example, we use the idea
of Lexical Episode Plots [20], but unlike the original repre-
sentation, we align the visualization horizontally to fit it our
timeline (Figure 8d). We also represent the lexical episode
bars in distinct colors. As we already use the color variable
to keep speakers or their parties separate, we reduce the
level of opacity, distinguishing these colors from the pri-
mary ones. We place the lexical episode keywords on top of

the particular bars. This, and other time-aligned visualiza-
tions may be collapsed in order to decrease their spatial and
perceptional influence. The user can collapse visualizations
which are not of importance in their analysis; these layers
are automatically excluded from the event described in the
following section. An example of a collapsed lexical episode
visualization is shown in Figure 8e.

5 INSIGHT REPORTS AND EVENT GENERATION

Within the VisInReport tool, insight reports are compiled
from individual annotated events. Due to the frequent and
rapid changes of topics, and the spontaneous reactions of
speakers, all utterances of a discourse do not have the same
relevance for an analysis. Thus, it is important to enable the
user to define events of interest and to analyze these regions
separately. This is done using the slider selection on top of
the utterance timeline, described in the previous section. For
each selected region, the user can create an event where all
relevant findings and observations can be stored. Each user-
selected event is automatically stored in the final insight
report. Additionally, the system automatically extracts event
suggestions based on the selected micro-linguistic features
which can be added to the final report as well.

For each event, the analyst can specify which infor-
mation and which visualization layers the event should
contain. The flexible creation of events enables the user to in-
dividualize the report depending on her tasks and interests.
Users can analyze data on different levels using different
visualization layers; they can update already created events
or delete them if they are not of interest anymore.

The event generation is done in two steps: the user
selects a subset of utterances by using a brush function over
the utterance timeline presented in Figure 8a. An event for
the selected region is created by a click on an event icon .
Then, an event card is displayed in which the automatically
verbalized summary for the selected utterance region, an
overview of the speaker’ profiles, screen shots showing the
topic distribution, and time-aligned visualization layers are
displayed as a single event’s summary. In addition to the
automatically generated components, the user can extend
the event by note-taking, which is an important building
block in the report generation. Users can name the event and
add notes describing the findings; they can specify which
visualizations are relevant for the particular event; others
can be removed. After the particular event is saved, an event
line (black line) is displayed on top of the utterance timeline
highlighting the particular region. This helps to recognize
which regions of the discourse have been analyzed.

Our tool supports the generation of two types of events:
data-driven and user-driven events. The data-driven events
are based on micro-linguistic features. Patterns of the feature
values point out interesting regions of the discussion. The
user-driven events are created based on users’ hypotheses.

A report is generated as follows: For each detected event,
the system stores the information of the time it has been
generated, the title of the event, and textual descriptions
(notes and automatically created summary) which the user
finds relevant for the final report. We use the dom-to-image2

2. https://github.com/tsayen/dom-to-image
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Report | User: Alex | Session Nr: 1 | Date: 08.03.2018 
____________________________________________________________________________________________ 

EVENT: Obamacare 

CREATED: Thu, 08 Mar 2018 13:24:02 GMT 

NOTES: Romney is against Obamacare. Romney obviously prefers a market solution; 
Obama defends the state as a facilitator.  

TOPIC DISTRIBUTION:  

 
REPRESENTATIVE SENTENCES:  

SPEAKER PROFILES: 

 

 

 

TIMELINE: 

Fig. 9: An example of an event created by the political
scientist during the user study, based on the detected lexical
episode Obamacare in the second US presidential debate
between Obama and Romney in 2012. The user has named
the event and added observations as notes. Additionally, all
relevant textual (e.g., representative sentences) and visual
(e.g., speaker profiles, animated speaker interaction visual-
ization, utterance timeline, lexical episode plots, and feature
heat map) visualization layers were added to the event card.
The event was part of the final insight report.

library to create images of the visualization components,
and arrange them vertically. As previously described, each
event is associated with a specific time frame (i.e., a subset
of utterances). To help the users recall specific characteristics
of the generated events, the system creates a screen shot of
each time-aligned visualization for the particular time frame
and adds them to the event card. In particular, the system
obtains the coordinates from the selected time frame in the
timeline visualization and uses these coordinates to cut the
screenshots of the remaining time-aligned visualizations to
create callouts showing the specific feature values (shown
in Figure 9). Furthermore, a snapshot of the animated
speaker activity visualization representing the selected time
frame is also added to the event card. The visual compo-
nents are added to a predefined HTML template; afterward,
the angular-save-html-to-pdf3 library is used to generate a

3. https://github.com/hearsid/ng-html-to-pdf-save

PDF file which combines all created events.
Data-Driven Events Using micro-linguistic features, we au-
tomatically detect and highlight interesting patterns in the
data. Currently, a simple heuristic is used, where we check
if at least five subsequent utterances have a low or a high
value of the observed feature. If the evaluation is positive,
this region of the heat map visualization is highlighted; we
display a black line on top of the particular region.
User-Driven Events User-driven events are manually cre-
ated based on the user’s previous, revised, or new hypothe-
sis. Different visualization layers (e.g., lexical episode plots,
topic bars, feature heat map and similarity matrix) guide the
user to the interesting discourse regions.
Final Analysis Reports Once these events have been created
they are automatically added to the final analysis report.
Depending on the individual analysis, these reports could
be a single page with one annotated event or could contain
many event pages. The reports are compiled as PDFs and
can be saved by the user. Before the compilation, users can
specify if events should be concatenated in the order of
occurrence or in the order of creation. Figure 9 shows an
example of a report with an event generated by the political
scientist during the user study.

6 EXPERT STUDY

To evaluate our tool, we conducted a qualitative user study.
Our participants were three experts from different research
fields: linguistics, political science, and computer science.
Because each expert has a different focus for their research,
they each had a different task in mind when using our
tool for their analysis allowing us to evaluate the broad
applicability of our tool. For each participant, we conducted
a two-hour long session in order to explain the functionality
of the tool and gather qualitative feedback. Each session was
both screen captured and audio recorded for later analysis.
Dataset Each participant used one of two datasets for the
analysis. These were chosen to demonstrate how the tool
copes with different data. Furthermore, to show that our
tool supports the analysis of multiple tasks on the same
text, two participants explored the same dataset. We chose
datasets with generally familiar content to our experts; (1)
the first presidential debate between Obama and Romney
in 2012, and (2) the first presidential debate between Trump
and Clinton in 2016.
Procedure We began each session with an interview re-
garding their previous experience of discourse analysis and
report generation. After we introduced the participant to
the tool, we gathered a first round of feedback about the
value of the visualizations and the benefit and intuitiveness
of the interaction. The visualization layers were explained
separately, without providing suggestions for a possible use
case. The aim was to see if the participants intuitively cre-
ated their own workflow, and how that differed depending
on their task. We then gave the participants full control over
the interface. Each expert had approximately thirty minutes
to create a report of the given discussion. We used the think-
aloud method to gather information regarding their choices
for using specific visualization layers. We also made note of
any challenges or issues the participants faced, if any. The
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session was ended with a semi-structured interview about
the overall usability of the tool.
Tasks Each participant defined their own analysis task. The
participant from linguistics analyzed question features in
order to accumulate more information about the structure
and use of different types of questions within the discourse.
The political scientist explored argumentation features in
order to extract content information about the topics which
discussants (dis)agreed on (e.g., Obamacare, Dodd-Frank bank-
ing reform). The computer scientist was interested in finding
out what each politician said about their economic policies.

In the expert studies, we wanted to answer the following
questions: (Q1) Can the users fulfill the given tasks and
generate knowledge specific for their task? (Q2) Is the
analysis process and report generation intuitive? (Q3) Does
the automatically generated report includes the relevant
information for their analysis? In order to answer these
questions, we evaluated the qualitative user feedback.

6.1 Task-Driven Workflow

Each participant performed a different task with the tool
and created a report which included findings and observa-
tions. The participants were free to decide which visualiza-
tion layers and workflow to use.
Question Types to Analyze ISQ and NISQ The participant
from linguistics used a subset of micro-linguistic features to
verify assumptions about the usage and context in which
ISQ and NISQ occur. After being introduced to the visual-
izations, she saw the benefit of the different visualization
layers. She stated that for other analysis tasks, the lexical
episode plots and topic bars were important to get a general
overview of the discussed topics without the need to read
the whole discussion. But for her specific analysis task, the
feature heat map, utterance timeline, and full-text view were
relevant.

At the beginning of the analysis, she selected all question
types in order to display them in the heat map visualization.
After taking a look at the distribution of different question
features, she began to select regions that contained questions
in order to create events. For each created event, she used
the full-text view to learn the context of the questions.

The participant created an event labeled “Money and
why not” which she annotated writing that “In the partic-
ular example, questions with ‘why’ are NISQ. Otherwise,
wh-questions are ISQ.” Another event was named as “Con-
secutive ISQ” having multiple “Yes-No” questions, and she
annotated it writing that “It is obvious that consecutive
questions which appear in the same utterance are NISQ.”

After creating multiple other events, she commented that
the tool was very helpful to make judgments about ISQ and
NISQ. For all judgments that she made using the tool, she
had already formed a hypothesis. Using our tool, the par-
ticipant could test her hypothesis and identify additional,
previously unanticipated examples. The participant appre-
ciated the possibility of annotating the events manually and
the generated insight report was thought to have value for
her project, where the goal is generating linguistic insights
into the question classification problem [55].
Agreement and Disagreement The participant from politi-
cal science analyzed agreement and disagreement between

Obama and Romney in the first US presidential debate
in 2012 on various topics. He used a workflow which
was repeated throughout the session. First, he found a
region of interest based on micro-linguistic feature values.
He observed lexical episode plots to gain a first insight
into the discussed context. Then, he selected the particular
region in the utterance timeline. The participant played the
(animated) speaker activity visualization to gain a deeper
insight into the context. Afterward, he read some of the
selected utterances in the full-text view to get more detailed
information. Then, he created an event.

As first, the participant selected micro-linguistic features
indicating agreement, disagreement, and emotion to be dis-
played in the heat map visualization. He observed their
values in order to find regions of the discussion where
multiple utterances in a row correlated with the agreement
feature and a high emotion count. He created multiple
events, like “Dodd-Frank banking reform,” “Medicare,” and
“Obamacare.” He annotated the first event saying that
“There is an agreement between two presidential candidates
regarding the need for banking regulation, but there is no
agreement on how to do it.” The participant observed a
disagreement between the presidential candidates on the
“Obamacare” topic. He noticed that similarly to the “Medi-
care” topic there is a separation between the state and
private sector. The participant annotated the “Obamacare”
event stating that “Romney is against Obamacare. Romney
obviously prefers a market solution, Obama defends the
state as a facilitator.”

After the analysis session, the participant stated that the
tool highlights interesting discussion regions with a high
agreement and disagreement between the speakers and that
the visualization layers were good for multiple purposes.
He found the animated view and the extracted phrases
very important, as they provide insight into whether a
particular region is interesting for further analysis. When
the representative phrases confirmed his suspicion that the
regions were interesting, he read some relevant utterances
in the full-text view in order to find out what exactly had
been said. Based on this new knowledge, he could generate
a new hypothesis.
Content Summarization Similar to the participant from lin-
guistics, the computer scientist used the first US presidential
debate transcript between Trump and Clinton in 2016. The
participant created a report summarizing the information
regarding the goals of the presidential candidates in the
context of economic policy. In particular, he focused on
promises for societal improvements by the candidate in
the event of being elected. The participant found the topic
shown in the in-line figure as the most relevant one for
his analysis, and although the keyword “community” was
present in another topic, he named this topic Community.

He stated that exactly for such situations it is important to
be able to label the topic manually. During the analysis, he
created multiple events. Even though the participant did not
read the text of the discussion, he found out that Clinton
supports the generation of energy by using solar panels,
and that she sees it as a good chance to create millions of
more new jobs. However, Trump was strictly against it. The
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participant found out that Trump blames foreign countries
for stealing companies and jobs. He was unfamiliar with
these statements before, but they confirmed his previous
knowledge about the US politics. Additionally, he informed
himself about the “cyber attacks.” He stated that the report
generation as a process is helpful to understand the discus-
sion’s content better, especially due to the time aspect. He
felt it was less time consuming given that the most relevant
information was highlighted, and that the user can explore
only the part of the discussion that seems to be relevant.
He emphasized the importance of note-taking by saying
that “it is impossible to capture everything using automatic
methods. Therefore, the note-taking is very important to
capture exactly that what is relevant for the particular expert
who works with the system.”

6.2 Discussion: Opportunities and Lessons Learned

Overall, we received positive feedback regarding the us-
ability and the functionality of the tool. All three experts
could perform their tasks and gather interesting findings
with VisInReport, satisfying Q1. The generated reports were
evaluated as helpful for their research, satisfying Q3. All of
them stated that due to the numerous versatile visualization
layers, the tool is broadly applicable for different tasks and
different use cases. The tool also proved to be helpful for
the detection of interesting regions within a discussion.
Although the user frequently needs access to the original
text (which is provided) to understand the complete context,
the overall analysis process is simpler using our tool.

The creation of events using annotations is the second
main component in the analysis process. The generation of
events was seen as a simple and intuitive process, satisfying
Q2. The participants stated that the annotation of the events
is highly important as it is impossible otherwise to include
all aspects of the data into the visualizations.

The participant from computer science paid more atten-
tion to usability than the researchers from other disciplines.
Overall, he was satisfied with the usability, but mentioned a
few minor issues which might be improved. One suggestion
was to automatically resize the views, possibly by a click on
the separation line or a button, without requiring the user
to manually resize the views using a dragging method.

During the user studies, we gathered multiple sugges-
tions for additional visualization layers or micro-linguistic
features. The expert from linguistics stated that her col-
leagues might use the tool to explore prosodic features such
as the distribution of pitch values over the utterances if the
original spoken version of the transcript were integrated in a
time-aligned manner into the system. The prosodic features
could then be added to the heat map visualization as an ad-
ditional point of analysis. An additional visualization layer
showing representative sentences from each topic separately
could also be useful for the analysis. A summarization of the
topic modeling results has been shown to be important [56];
the authors use a textual topic summary to provide a better
understanding how topic modeling methods work.

While giving his final feedback, the participant from
computer science commented that “[despite some minor
concerns] the tool is really cool! It has a good design. It
is too time-consuming to read the whole text; as I can

reduce the work-load and concentrate my attention only on
discussion’s regions which I think are interesting, I can save
a lot of time.” He mentioned that the tool is a good example
of Shneiderman’s mantra: overview first, zoom and filter,
then details-on-demand [57]. An overview of the whole
discourse is shown in the topic bar visualization and lexical
episode plots. Users can zoom in on an utterance to read the
full text and filter a discourse region for a closer analysis;
they can define which micro-linguistic features should be
displayed in the heat map visualization. Speaker profiles
are shown only on demand as a tooltip.

In comparison to tools such as Leximancer and Tableau
that also support reporting of analysis insights, VisInReport
has two main advantages. First, VisInReport integrates a
wide range of diverse content and micro-linguistic features.
The diversity of the integrated features enables testing for
a wide range of hypotheses. Leximancer, on the contrary, is
mainly built to support the analysis of concept maps and
integrates only a limited number of additional features (i.e.,
sentiment). Second, VisInReport integrates automated ap-
proaches and suggests events for analysis based on patterns
detected in micro-linguistic features. None of the mentioned
alternative tools guides users towards interesting regions in
the analyzed data.
Limitations: Although we received positive feedback dur-
ing the expert studies, the system has a few limitations. As
we display several visualizations simultaneously, the space
for each component is limited. Depending on which topic
modeling algorithm is used, the content visualization show-
ing extracted topics can require more space than available to
be displayed on a single screen. The need to scroll in order to
observe all visual representations can influence the analysis
process negatively. The participant from political science
was unsure if the visualization layers which are not relevant
for the final report could be removed automatically, as he
forgot to remove irrelevant layers manually. All participants
were skeptical about the similarity matrix visualization. It
is indeed a very specifically oriented visualization, which
might be too complex. Highlighting of the micro-linguistic
features in the full-text view was also desired.
Take Home Message: During the system’s design period,
the close collaboration with computational linguists and
political scientists, and the conducted user studies, we have
gained new insights that are worth sharing with the visu-
alization community concerning the automated report gen-
eration process. (1) Targeted automated event extraction.
As the user studies show, users commonly have different
goals when analyzing discourse transcripts. Although it is
crucial to support users in performing their tasks more
effectively and efficiently through automated approaches,
the amount of automatically created events might be over-
whelming, especially if these events were not representative
of the user’s particular analysis focus. Hence, it might be
crucial understand user interest, either through automatic
interest modeling or by querying the user regarding their
analysis focus (e.g., features of interest), to provide more
targeted automated suggestions. (2) More intelligible event
extraction. One of VisInReport’s limitations is the automatic
extraction of events, which is currently done using a naive
assumption that the only regions of interest are those with
several utterances in a row having similar values. To address
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this, we are currently testing a pattern mining algorithm
to extract more interesting relationships between different
micro-linguistic and content features. Nevertheless, there is
a need for further meaningful, complex, task-specific event
extraction methods. (2) The quantity of created events.
In a time-intensive analysis session, the amount of both
automatically and manually created events may be large.
One interesting future research opportunity is a (hierarchi-
cal) event grouping. An automatically generated summary
of similar events and their common characteristics could
help to overcome the hurdle of manually processing the
potentially vast amount of created events at the end of the
analysis session.

7 CONCLUSION

In this paper, we presented VisInReport — a visual analytics
tool for insight report generation from discourse transcripts.
Researchers across different disciplines routinely analyze
discourse transcripts as part of their research and currently
the only way to generate reports is to do it manually
requiring a lot of effort and time. We presented the idea
of visualization layers and enable the detection of inter-
esting regions within the discourse. We allow for different
investigations of the content of these regions and provide
a means for combining the gathered insights and findings
into a single summary report. Due to the flexibility of the
visualization layers, we can support different user groups
with a single tool. The user can decide which visualization
layers to use for the analysis.

There are a number of further visualization layers which
can be added to the tool to support other analysis tasks.
A named entity graph presented in NEREx [12] could be
used as an alternative for the topic-bars visualization. The
participants of the user study mentioned multiple micro-
linguistic features which might be added to the heat map
visualization like other question types. Furthermore, the
system detects simple patterns for each selected micro-
linguistic feature. We could improve this pattern detection
technique, by applying the method presented by Jentner et
al. [58]. This method allows for the detection of higher level
patterns containing correlations between different features.
The tool could also support event generation by providing
more suggestions of possible interesting events based on
a set of further indicators or a combination of existing
criteria such as topic modeling results, keywords, or micro-
linguistic features. In our future work, we plan to perform
an additional evaluation by expanding the range of the
analysis tasks and by examining the quality of the generated
reports using quantitative properties. The system will be
included into the lingvis.io framework [59].
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