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A B S T R A C T

Midair handwriting poses challenges due to the lack of a physical

plane to press against while writing, making it difficult to determine

when ink should be placed. In this thesis, we gathered midair hand-

writing data from 24 participants in an environment that allowed

them to write freely. We compared writing with a pen-like object

and writing using a finger across two writing methods (writing freely

versus on a virtual whiteboard). Using our data, we trained a neural

network to detect when ink should be placed during midair handwrit-

ing, achieving an overall 85% accuracy. We developed a data-viewing

application to recreate sentences for visual analysis. Participant feed-

back favoured the pen-like object as a writing utensil, with equal pref-

erence for both writing methods.

Our contributions include a midair handwriting Virtual Reality

(VR) application for data collection, a dataset containing 480 sen-

tences of frame-by-frame midair handwriting data, and 20 unique

prompts used in participant trials.

Keywords: midair handwriting, virtual reality, machine learning, vi-

sualization, user preferences
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1
I N T R O D U C T I O N

In recent years, digital writing has been a ubiquitous practice, sig-

nificantly contributing to enhancing workplace productivity. It has

revolutionized the way we can perform writing, conveying our ideas

in a readable form for self-interest or sharing ideas with an audience.

While the reliance on digital platforms has grown exponentially in

common everyday workplaces, the importance of efficient text input

has grown alongside. For example, a teacher may want to quickly

write down notes for their students while giving a lecture, or a group

of people could write their thoughts down while brainstorming. Writ-

ing things down swiftly and conveniently is key in various work-

places, ranging from individual to collaborative settings. The practice

of digital writing in the modern day resembles traditional writing in

the same way that any writer would have to approach a digital sur-

face to write. While this method is straightforward, there lies much

room for improvement, such as removing the need of a physical writ-

ing plane which can allow people to write anywhere they wish. This

can be beneficial for people who require fast and efficient writing,

such as writing short notes at a desk or in a collaborative setting, or

writing things down for an audience. Therefore, a promising solution

that addresses this gap in writing technology is the ability to write

in midair, as it is a versatile approach to writing down ideas and

thoughts in a digital environment.

Writing in the midair using a digital medium can be advantageous

in numerous settings, such as working in augmented reality (AR)

work environment where multiple users can see the same handwrit-

ing as well as sketches, public displays and sterile conditions [36].

Alongside is the benefit of ease of transfer from traditional writing

skills. A writer capable of writing proficiently on various mediums,

including writing on paper, chalkboard, or whiteboard, also implies

that they have the necessary skills to write on a digital interface. An-

other benefit of midair writing includes the limitless space due to the

virtual environment. Regarding spatial capacity, the space a user can

write in is bound by the 3D space around the user, which can be con-

1



2 introduction

(a) (b)

Figure 1: Left: Person writing on a physical whiteboard. Right: Person writ-
ing in midair without constraints on where to write and how to
write.

stantly expanded. Moreover, a digital text input interface can equip a

user with creative freedom with various features, such as the ability

to manipulate ink colours, font sizes and other formatting options.

Additionally, writing in an alternate reality such as AR or virtual re-

ality (VR) allows the possibility of providing visual feedback of the

ink being placed in the air after writing.

To make midair handwriting optimal for users, it must be a fluid

and seamless experience. This means the ink must be placed when-

ever the user intends to do so, and should not be placed whenever

the user does not intend to. Currently, midair handwriting is a rela-

tively new technology. A commercially available method of midair

handwriting is the Meta Horizon Workrooms ’ [37] virtual black-

board. This method of midair handwriting requires the user to be

close to the virtual blackboard, which adds extra steps for the user to

perform a simple task. For example, the user has to physically move

to the blackboard or manually select buttons to move their avatar

to the blackboard. When reaching the blackboard, the writer must

move their writing utensil close to the virtual surface for the ink to be

placed. This ultimately reflects a real-life scenario of a writer walking

up to a chalkboard and bringing the piece of chalk close to the board

to begin writing. Compared to the type of midair handwriting we
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propose, we intend to allow midair handwriting without the need of

bringing the writing utensil close to any surface - virtual or physical.

The design goal we have in mind is to remove the steps needed

to begin writing - simplifying midair handwriting by allowing the

writing to begin as soon as the writing utensil is picked up. Addi-

tionally, our research aims to avoid using explicit methods of switch-

ing between writing modes, such as button presses. This requires

detecting the intention of midair handwriting, as it is also present

in past research, using various methods to track the writer’s hand

movements to classify the letters being formed [4, 5, 11, 12]. However,

many constraints on how writing must be performed are present in

these works; some include only being able to write capital letters,

having a constrained writing area and a required stroke order for

different letters. While these constraints can provide advantages to

midair writing, such as the limited writing area allowing users to

write in a smaller private space, these constraints can take away from

an individual’s traditional method of writing. With minimal tracking

technology, we cannot write in midair without constraints. Therefore,

we propose to investigate the feasibility of autonomous midair hand-

writing and the required tracking to do so.

The long-term goal of this research is to allow the user to write

anywhere freely by automatically placing the ink whenever the user

intends to write without explicit commands such as button presses,

given that they are in a setting with the appropriate tracking tech-

nology. Hypothetically, one can raise one’s hand and create strokes

while holding a writing utensil or using one’s finger. Then, they can

proceed to perform the writing by making the strokes in midair. To

do this, we must be able to detect whether or not the user intends

to write in the open 3D space. This is a challenge many research

papers have addressed and have solved by using a variety of AI mod-

els, but alongside, it has been applied with many constraints on how

writing must be performed. These constraints are elaborated further

in Chapter 2. However, many share a similar methodology of using

the acceleration and angular velocities of the writer’s hand and/or

finger as features for their models as time series data to determine

the intent of writing.

In this thesis, we have adopted a similar strategy of using the move-

ment and rotations of trackable objects. These objects include the

writer’s writing utensil, wrist and head. Additionally, we are inter-
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ested in using eye tracking, which includes the gaze position and

pupil dilation, as these have been linked to the intent of human ac-

tivities in past research [1, 21, 30, 31]. Past research implemented

gaze-based tasks [14, 32] for explicit mode switching while using a

pen-based system.

We have also taken an HCI approach as we investigate what users

prefer regarding midair handwriting. We compare two different meth-

ods of writing — one where the writing utensil is a pen-like object in

which we use a whiteboard marker, and one where the writer’s finger

can be used to write as it will act as a lightweight writing utensil. The

purpose is to investigate whether people prefer to write in midair

while holding onto a writing utensil or not holding onto anything.

The finger is also defined as a "tool-less" technology, which can be ad-

vantageous in a variety of settings [28] such as one for midair writing

for reasons such as providing ease of use and cleanliness. In addition

to writing methods, we also compare writing freely in midair and

writing with the assistance of a virtual whiteboard, as we intend to

investigate whether a virtual writing plane can assist people in midair

writing. The virtual whiteboard technique has been implemented in

various ways, especially for collaborative work. For example, the re-

searchers who developed CollaboVR [25] explored different layouts

for presenting virtual writing, such as mirroring writing in front of an

audience and projecting writing for remote users to view. Petrowski

et al. [41] implemented a VR prototype where users can add writ-

ing and sticky notes to a virtual blackboard. Lastly, we have chosen

to implement this application in VR, allowing the writer to see the

digital ink as writing is performed, improving the naturalness of the

handwriting experience.

1.1 motivation

When writing in midair with no constraints, there are two main chal-

lenges: firstly, the absence of a physical surface to apply pressure

while writing, and secondly, the inherent untidiness of the writing.

In the first challenge, the lack of a physical surface to write on makes

it impossible to perform a ’pen lift’ to stop the act of writing. Nor-

mally, that is the only way to distinguish between intentional and

non-intentional writing. However, in midair writing, the lack of dis-

tinction between the intent of writing introduces the challenge of de-
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(a) Midair writing seen from the front

(b) The same sentence viewed from the right side. A degree of curvature can be seen
from this side of the same sentence

Figure 2: A sentence written in the air by a participant, viewed from the
front and right side. The front view shows the handwriting nor-
mally, but there is a degree of curvature from the top-right side.

termining the precise moments when writing is intended to begin and

end. In the second challenge, writing in midair will also introduce an

extra degree of freedom, which invites errors within the extra dimen-

sion, the z-axis. This can result in handwriting appearing messy, as

seen in figure Figure 2, where the writing appears clear when viewed

from the front but appears to be performed over a curve when viewed

from another angle. This phenomenon describes the challenge of per-

forming traditional writing in a midair setting without constraints.

Detecting intentional and non-intentional writing strokes in midair

is not a novel concept. Past research has used Hidden Markov Models

and Support Vector Machines [4, 5, 11–13] to determine the intention

of writing based on various features such as angular velocities and

accelerations of the writing hand/finger. Amma et al. [5] were able to
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distinguish the act of writing from performing everyday activities us-

ing the sudden increase in angular velocities and accelerations. They

could classify handwritten gestures as letters by determining when

midair writing is being performed. Although these works achieved

character and word recognition at high accuracies, there were several

constraints, some recurring across many papers, which negatively im-

pacted the naturalness and fluidity of the writing process. Some of

the constraints include writing only in capital letters, writing with

letters that overlap instead of left to right, specific stroke orders, fixed

wrist movement, and requiring users to write with specific heights.

These constraints can serve as drawbacks, as writing should ideally

be devoid of any limitations.

To offer a way to perform midair writing without constraints, we

intended to find the most suitable techniques for this practice. Since

there is currently no data concerning this unconstrained method of

midair handwriting and the ideal handwriting techniques for indi-

viduals, we aimed to fill this research gap. Therefore, we have two

research questions:

RQ1. Can we predict the intention of midair handwriting without

constraints on how people write?

RQ2. How do people write in midair?

RQ2.1 Does the presence of a virtual whiteboard affect how peo-

ple write in the air?

RQ2.2 What writing utensil do people prefer to write in midair

with, and do they prefer to write with or without a virtual

whiteboard?

To answer our research questions, we gather data using a VR ap-

plication in a participant study described in Chapter 3 and Chapter 4.

RQ1 is answered by performing tests on our data using a neural net-

work in Chapter 6. The second research question is two-fold as we

explore midair handwriting from an HCI perspective. RQ2.1 inves-

tigates midair handwriting patterns and how they are affected by a

virtual whiteboard in Chapter 7. RQ2.2 investigates how people pre-

fer to write in midair through subjective feedback in Chapter 8. In this

scope of this thesis, we focused on English printed writing, excluding

cursive and other languages.
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1.2 contributions

We collected and provided a new dataset containing the positional

and rotational values of all tracked objects, such as the writing utensil

and the participant’s head and wrist, from 24 participants who wrote

sentences in a user study. This number was chosen to encompass all

possible combinations of the order of writing utensils and methods

in our experiments. Additionally, each frame includes eye-tracking

data such as pupil diameter and gaze position. Using our data, we

predicted the intention of midair handwriting through a series of tests

by using a recurrent neural network composed of long short-term

memory layers (LSTM). The long-term goal of the data and analysis

is to provide a foundation that describes the requirements to perform

unconstrained midair handwriting in any 3D space and not just in

VR, and for people of all backgrounds.

The contributions of this work are as follows:

• A dataset containing frame-by-frame positional and rotational

data of tracked devices used in our experiments, along with eye-

tracking data. Additionally, we provide the stimuli used for the

data-gathering experiment.

• A Unity VR application that allows midair handwriting and is

used as a data-gathering tool.

• A Unity application that uses recorded data from experiments

to reconstruct sentences written by participants. Tracked objects

including the writing utensil, wrist, head, and off-hand con-

troller can be viewed in the editor frame-by-frame.

• Machine learning tests using our recorded data to predict the

intention of midair handwriting for all conditions using a re-

current neural network composed of long short-term memory

layers

• Analysis of midair handwriting patterns.

• Qualitative analysis of preferred writing methods and condi-

tions, introducing suggestions for design considerations for fu-

ture research.





2
B A C K G R O U N D

There have been numerous approaches to performing midair hand-

writing, ranging from past research to consumer products. This chap-

ter discusses past works and the techniques that have been imple-

mented to support midair handwriting. Additionally, Section 2.4 ex-

plores papers that have combined eye tracking with writing.

2.1 segmenting and classifying midair handwriting

A common problem many researchers have encountered is that midair

handwriting is a constant stream of data, no matter how the writing

utensil is tracked. If the writing utensil is in midair, it will always be

constantly in one mode and, therefore, unable to switch between writ-

ing and not writing. Unlike having a surface to write on, the mode

is switched easily just by performing a pen-up or pen-down motion.

While there are explicit methods of switching modes, such as using

buttons to turn the ink on or off, this research aims to avoid explicit

methods and only implicitly switch between writing modes.

Past research commonly used computer vision methods by track-

ing the writer’s hand and/or finger while performing midair writing

and used movement as a feature to detect when writing was intended.

Chen et al. [11, 12] used features including positions, velocities, orien-

tations, accelerations and angular speeds to classify the writing mo-

tions into letters and words. Then they tested different combinations

of features to evaluate the performance using Hidden Markov Mod-

els (HMM), resulting in average error rates as low as 1.9% for word

detection and 0.66% for characters in their 1k-Word Vocabulary de-

rived from Web 1T 5-gram [7]. Their HMMs were used in their sec-

ond paper [12], utilizing an Leap Motion Controller [51] to perform

hand tracking. This introduced an incredibly lightweight design of

midair handwriting. Similarly, Amma et al. [4, 5] used average an-

gular velocity and mean shifted acceleration to segment the midair

handwriting motions apart from writing and not writing. A compre-

hensive overview performed by Singh et al. [48] mentioned several

9
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other methods of detecting handwriting. Such features include the

coordinates of the hand, writing direction, curvature, and even shape-

based features such as deviation from an ellipse [13] for gesture recog-

nition. Huang et al. [27] utilized Microsoft Kinect’s SDK [34] and its

RGB camera and depth sensor to extract depth, using path coordi-

nates to classify numbers from tracked hand motions. All of these

papers share a common goal of recognizing midair handwriting by

using various positional and rotational features of the hand or any

object used to perform tracking, such as a motion-sensing glove [5].

(a) Leap Motion Controller attached to
the HTC Vive Headset

(b) Optitrack cameras (8 total) used in
our experiments

Figure 3: Two methods of tracking. (Left) is the Leap Motion Controller for
performing hand tracking. (Right) is one of the Optitrack cameras.

While these past works scored very high accuracies in segmenting

and classifying movements into letters and words, many constraints

naturally restricted the writer from writing. Many of these share a

constraint of requiring only capital letters to be written [4, 5, 11, 12,

27, 47], some others requiring the writer to perform specific stroke

orders for letters, as well as having to write in large letters. This ul-

timately took away from the instinctive nature of writing in an indi-

vidual’s way. A writer should be able to write however they want,

especially in their stroke order for different letters. Additional con-

straints include having to write the letters in the same location as

opposed to traditional left-to-right when writing English and lacking
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visual feedback, as the writing can only be viewed on a 2D screen

away from the original writing. This limitation can be double-edged,

as the constrained space of writing and lack of visual feedback can

be beneficial in settings where confidentiality is required. However,

in our case, where we propose a tool for workplace settings, writing

freely would be advantageous as usability is our higher priority. Also,

users may have intentions to share their handwriting with others.

Past research that has utilized left-to-right HMM [46] apply ad-

ditional constraints such as writing slowly on an average of 3 sec-

onds per character, though also due to tech limitations. However, this

project aims to approach midair handwriting in an HCI fashion, as

we aim to provide the means to perform midair handwriting in its

natural left-to-right form and with the ability to see the ink in 3D

space. Lastly, we want to provide freedom of movement while writ-

ing, as past research that used stationary sensors required writing in

a designated area, which could restrict the range of movement of a

user. As a result, we opted not to use these types of sensors.

2.1.1 Tracking Methods

There were a variety of methods for tracking motions for writing,

including using a prototype glove with inertial sensors [5], WiFi sig-

nals [18, 22] and even millimetre-wave radio [45]. However, they also

share the same limitations described in Section 2.1. As our goal is

to allow writers to perform midair writing in an unconstrained area,

the Leap Motion Controller seemed promising. Only the Leap Mo-

tion Controller 1 was available during this research. While some re-

search has used the Leap Motion to perform hand-tracking, Niech-

wiej et al. [39] has shown that the tracking will begin to lose accuracy

when performing hand tracking past 225mm in front of the sensor.

At around 300 mm away from the controller, tracking can deviate at

around 6 mm. This has been experimented with during the develop-

ment of this project, and the deviation was observed, as our setup is

shown in Figure 3a. According to Gordon et al. [20]’s anthropometric

survey, the mean forearm-to-hand length for males is 48.4 cm and 44.3

cm for females. Therefore, the Leap Motion Controller is unreliable

as a tracking device for our type of midair handwriting, as the writer

is most likely to extend their arm past the point where deviation be-

comes noticeable. As a result, we resorted to tracking using Optitrack
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with one of the cameras shown in Figure 3b. The implementation of

performing the tracking is described in Section 3.1.1.

2.2 writing methods

Kern et al. [33] conducted a study comparing multiple writing meth-

ods for writing and sketching on virtual surfaces. They investigated

different ways to hold an Oculus Quest controller to use as a writing

utensil as it can be easily flipped around and held similarly to a pen.

We initially adopted this method for the HTC Vive controller. How-

ever, the controller is significantly longer than the Oculus Quest re-

mote, and holding it like a writing utensil shifts all the weight toward

the back, causing arm fatigue from participants during pilot studies.

As a result, we adopted another similar method in their study, which

is using a stylus. We used a whiteboard marker so it would closely re-

semble a traditional writing utensil. To perform tracking, we used an

Optitrack tracker taped on the tip for improved weight distribution.

2.3 virtual whiteboards

An area of interest in our research is exploring whether or not midair

handwriting can be assisted by providing a non-tangible virtual white-

board in the 3D space. A commercially available solution includes the

Horizon Workrooms’ virtual blackboard [37]. As mentioned earlier in

Chapter 1, while this method is intuitive, it requires the user to move

themselves close to the virtual blackboard to write physically. In con-

trast, our goal lies in implementing a method of midair handwriting

that doesn’t require the writer to be close to a writing surface.

CollaboVR [25] explored multiple implementations of virtual white-

boards for collaborative settings. These implementations include dif-

ferent layouts, such as writing on a virtual whiteboard in a face-to-

face configuration, where the content on the whiteboard is reflected

to users on each side. Another configuration is eyes-free, where the

writer can rest their hand on a surface while drawing and have their

drawing projected for an audience. This method is particularly use-

ful when writing or drawing for long periods and having an audi-

ence. Earlier iterations of virtual whiteboards include Chan et al. [9]’s

Magic Pad, where a wireless pen can be used on any flat surface

while images are projected from a projector. This allowed interaction
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with 3D visualizations without requiring wearing any devices. Simi-

lar work includes the virtual whiteboard of Lech et al. [35] "virtual"

whiteboard, which also used projections, and Petrykowski et al. [41]’s

collaborative VR whiteboard.

The use of virtual whiteboards in VR space seems intuitive as

it reflects the natural method of writing on large surfaces, and we

have seen interesting implementations of these to compensate for the

lack of a physical writing surface. While the usability and collabo-

rative aspect of a virtual whiteboard isn’t the primary focus of this

research, we have taken design considerations when creating the vir-

tual whiteboard in our data gathering application, further described

in Section 3.1.1

2.4 eye tracking and writing

Hacker et al. [24] introduced TRAKTEXT, an investigation using eye-

tracking technology while writing for problem-solving. They were

interested in performing eye tracking, recording oculomotor features,

which include eye fixations and pupil diameter, and attempting to

find a correlation between these behaviours and problem-solving. The

researchers performed data analysis, classifying gaze and writing be-

haviours such as "formative area of review," meaning when their par-

ticipants reviewed an area of text beyond 12 characters or spaces from

the last point of writing a word. They found that these writing be-

haviours may be unique to the writing tasks. Depending on the pur-

pose of writing, it can strongly impact writing. The researchers also

attempted to manipulate writing behaviours by introducing problem-

solving tasks in their experiments. They could find differences, al-

beit the differences were obscure at the time. The researchers recom-

mended further future research to investigate these behaviours, in-

cluding planning or even daydreaming, suggesting that processing

time and cognitive effort should be considered.

The premise of this research doesn’t investigate the intent of writ-

ing, but the fact that they found out that writing behaviours could

change depending on what needs to be written introduced the cu-

riosity of whether the same can be applied to midair handwriting.

This sparked a question of whether writing behaviour could be dif-

ferent when a writer is writing something they are being instructed to

write versus something they write off the top of their head. To record
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data on different writing behaviours, we have added the imagination

sentence type further elaborated in Chapter 4.

Karaman et al. [14, 32] investigated the use of eye gaze combined

with writing as a means of creating a predictive model for performing

manipulation commands such as drag, maximize, minimize and scroll.
They used two features related to gaze-based task prediction: the dis-

tance between the sketch and gaze positions and the "Within-Cluster

Variance of Gaze Positions" which is a feature that measures how eye

gaze position is clustered and spread out while performing a task.

In addition, their system could detect when a user intended to per-

form a sketch or one of the manipulation commands. On top of using

eye gaze positions for mode switching, past research also includes

using pupil diameter, showing that cognitive demand is associated

with pupil dilation [1, 21, 30, 31]. A study in 2007 conducted by Ala-

margot et al. [3] stated that it is difficult to say for certain that when

a user’s eye gaze is fixated on a piece of visual information such as

text, information is being processed. Therefore, Hacker et al. [24] also

incorporated the use of pupil diameter in their study.

Based on findings from past research regarding how eye gaze and

pupil diameter can be correlated to writing behaviours, we decided

to include both eye gaze position and pupil diameter as features to

predict the intent of when ink should be placed during midair hand-

writing.

2.5 midair text input using virtual keyboards

Another area of research related to midair handwriting is using vir-

tual keyboards as the text input method. Shoemaker et al. [47] com-

pared three different methods of midair text input in a large display.

They compared a circular keyboard, a traditional QWERTY keyboard

and a cubic keyboard, all of which are inputted by pointing a Wii

remote and using the trigger button. Their results show that the QW-

ERTY keyboard was overall better quantitatively and qualitatively.

Vulture [36] is a midair word gesture keyboard with the goal of fast

text entry. Users can draw shapes of a word on the input surface and

control when drawing begins by using a pinch gesture and stop draw-

ing by releasing the pinching gesture. Text-entry was reported to be

20.6 words per minute (WPM) in their first study and 28.1 WPM in

their second study. Similar to this method of input is Rotoswype [23],
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which uses a ring to swipe on a virtual keyboard in VR. Other meth-

ods include PizzaText [53], which uses a circular keyboard layout con-

trolled by dual thumbsticks on a hand-held game controller.

Virtual keyboards provide a surefire way to select text in 3D space,

removing the need to detect and classify handwritten text. While easy

to use, our HCI approach aims to provide support for natural hand-

writing, as the aesthetics of handwriting, as well as flexibility, can be

preserved, processed and edited in digital text [2].





3
D ATA C O L L E C T I O N A P P L I C AT I O N

3.1 apparatus

To meet the requirements of unconstrained handwriting and perform-

ing the tracking we desire while being able to provide visual feed-

back, we chose to perform midair handwriting in a VR environment

with an HTC Vive Pro Eye [26] The application was developed in

Unity [52] version 2021.3.8f1. To implement tracking for the writing

utensil and wrist, we used 8 Optitrack [40] Primex 41 cameras placed

around the perimeter of the room to track rigid bodies composed of

infrared markers, shown in Figure 6. The process of aligning the Op-

titrack and Unity coordinate systems is described in Section 3.2.1.1.

The participant was instructed to wear the tracking devices for the

wrist on their dominant hand while holding onto the Vive controller

in their non-dominant hand as it was used to activate/deactivate the

ink.

3.1.1 VR Application

The application logs data in each frame, including the positions and

rotations of all tracked objects described in Table 7, such as the writ-

ing utensil and headset. Eye tracking data such as pupil diameter

and eye gaze position were also included. We used a push-to-activate

method of placing the ink, so a boolean labelled ink_activated is

recorded as True whenever the ink was activated and False other-

wise. The participant is guided through the study, receiving a series

of prompts instructing the participant on what sentences to write,

with an option of a break in between.

The application has a break phase shown in Figure 4a and a write

phase shown in Figure 5a and Figure 5b. Please note that the HUD

text in the screenshots does not accurately reflect what the partici-

pant saw through the VR headset lenses. The screenshots represent a

flattened version of the VR scene, which lacks the stereoscopic depth

and parallax effects from the participant’s head movement. From the

17
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(a) Main buttons used for navigating the VR scene. The pointing ray, which is
used to select the buttons, can be visibly seen. Currently, the participant is
in the break phase and can select "Next" to proceed to the next sentence by
pointing and using the trigger with the HTC Vive remote. The HUD text
can be seen in the middle of the screen.

(b) A set of tips are listed on the side that serve as reminders of the buttons and
functions for the participant.

Figure 4: First half of screenshots of a participant navigating through a con-
dition and writing a sentence.
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(a) Write phase, where the prompt can be seen on the HUD. The Submit and
Retry buttons are also available for the participant to select.

(b) Write phase, The sentence "Wow! I’m witnessing state-of-the-art technol-
ogy!" is being written. The pointing ray can not be seen as it has been dis-
abled. The trigger is now used to activate the ink instead.

Figure 5: Second half of screenshots of a participant navigating through a
condition and writing a sentence.
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participant’s point of view, the text will appear slightly stretched, and

the additional line breaks were added to prevent text from nearing the

edges of the headset lenses, as it would result in blurriness. Addition-

ally, during the study, the participants were instructed to ignore the

new lines in the instructions. Participants were encouraged to write

the sentences to their preferences.

If the participant has been guided to the write phase, the heads-

up-display (HUD) will display the sentence to write as shown in Fig-

ure 5a. Additionally, the actual act of writing can only be performed

during the write phase. This is to avoid recording unnecessary data

while the participant approaches the different phases throughout the

study. The participant can use three buttons in the VR scene shown

in Figure 5. If the participant is in the break phase, the "Next" button

can be selected to proceed to the write phase to receive the prompt

for the next sentence to write. If the participant is already in write

phase, the "Next" button can only be selected to proceed to the break

phase after the "Submit" button has been selected.

The "Submit" button can only be selected during the write phase

and after at least one stroke has been made. Selecting "Submit" will

export all of the recorded data for the participant’s sentence. Lastly,

the "Reset" button can only be used under the same conditions as the

"Submit" button. Its function is to remove all visible strokes in the

scene and save the data for the erased sentence in a separate file, but

a new file will be created to record data for the new sentence. The VR

buttons and writing area were carefully designed to minimize any

background interference with the writing while also providing a 3D

scenery.

While the participants used the application, they could toggle be-

tween two modes by using the grip buttons on the controller. By de-

fault, the participant will be in point mode, where the pointing rays

can be visibly seen in Figure 4.

In point mode, the participant can only select the in-scene VR but-

tons by pointing with the Vive controller held in their non-dominant

hand and pressing the trigger. The other mode is write mode, where

the pointing rays will disappear and pressing the trigger will instead

place the ink. In this mode, the participant cannot select the VR but-

tons and can only use the trigger to perform writing.

Another consideration was minimizing any potential effects on eye-

tracking data while displaying the sentence for the participant to
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(a) Tracker on tip of the marker,
which is referred to as the "Pen"

(b) Using the Pen

(c) Finger tracker (d) Using the finger tracker

(e) Wrist tracker (f) Using the wrist tracker

Figure 6: The tracker used for the pen and finger writing utensils, and the
wrist. The left column is the trackers, and the right column is the
trackers in use.
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write. The goal was to have the writer’s eye gaze unaffected during

writing. One solution was to display the sentence on the HUD dur-

ing point mode and remove it during write mode mode. That way, we

could separate the two behaviours of eye gaze of writing and not writ-

ing. Another solution was to read out the sentence for the participant,

which may also separate the two behaviours but with the possibility

of overlapping if the participant decided to look at the text in the VR

scene while the sentence was being read out loud. We opted for the

former solution, where the system will only place the ink and record

ink_activated to be true in write mode, whereas pressing the trigger

in point mode will not record true nor place the ink. We believe this

can separate the two writing behaviours’ effect on eye gaze during

writing and not writing more effectively.

The hand participants used to hold the writing utensil was switched

for participants accordingly to accommodate their dominant hand. In

the Unity application, a setting was flipped so a variable representing

right-handedness would be recorded as true for right-handed partici-

pants and false for left-handed participants. This was not used in our

features but is included in all of our recorded data shown in Table 40

in our appendix.

An overview of the processes the data gathering application per-

forms is shown in Figure 7.

3.2 writing utensils and methods

We want to compare two writing utensils and two writing methods

in our tests. The first utensil, called "Pen", uses a traditional pen-like

object as the writing utensil, which we opted for as a whiteboard

marker. The second writing utensil, called "Finger", used the partici-

pant’s finger as the utensil, as it closely reflects using touchless tech-

nology [28, 29]. The two writing methods were to investigate whether

or not the presence of a virtual whiteboard would affect the writing

done by participants. The first method, called "No Whiteboard", will

not have any form of assistance, meaning the ink will be placed at

the position of wherever the tip of the writing utensil is at any mo-

ment of writing. The second method, called "Virtual Whiteboard", is

a virtual whiteboard which acts as a method of assistance for midair

handwriting. This virtual whiteboard adopts a simple "snap" effect,

where the z-value of the writer’s ink will be set to the z-value of the
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Figure 7: A flowchart that models the process used for data collection in
the data gathering application. This is the entire process for one
condition, where the participant will be guided through writing
one block of sentences in the current condition.
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whiteboard. The position of the virtual whiteboard is set manually

by the participant during the training phase described in Section 4.1.

The combination of writing utensils and methods are combined into

writing conditions, shown in Table 1.

Condition Number Writing Condition

1 Pen/No Whiteboard
2 Pen/Virtual Whiteboard
3 Finger/No Whiteboard
4 Finger/Virtual Whiteboard

Table 1: Conditions used in participant study

3.2.1 Optitrack Tracking

We used the Optitrack Primex 41 cameras to track objects for our

writing methods and Motive [38] version 1.10.3 to send the tracking

data to our Unity application. The objects were recognized by using

rigid bodies, which are infrared markers set in a specific configura-

tion shown in Figure 6. The finger tracker was weighed at 7 grams,

and the entire marker was weighed at 21 grams. The cameras were

calibrated to 0.633 mm mean 3D error for the overall projection, 0.563

mm mean 3D error for the worst camera, and overall wand error with

a mean of 0.386 mm.

3.2.1.1 Coordinate Misalignment

The positions of the tracked objects were manually aligned due to

a misalignment when the positional data recorded by Optitrack was

recreated in Unity. As a result, we aligned the coordinate systems

manually. The full details of the alignment process are described in

our appendix in Section A.1. The coordinate system in Unity relative

to the real world is shown in Figure 8.

3.2.1.2 Signal Interference

Another problem with running Optitrack alongside the HTC Vive

was the interference with the infrared rays used for tracking in both

systems. By default, the Optitrack cameras ran at 180 Hz, while the

HTC Vive lighthouses track at a frequency of 90 Hz. Because of these
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Figure 8: Blue arrows show the positive x and z coordinates in the Unity
world relative to the real world. The double-ended red arrow
shows 1m in the Unity world relative to the real world. Please note
that all objects potentially obstructing movement were removed,
such as the chairs.
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high sampling rates, interference between the two systems caused the

Vive to be unable to perform tracking and rendered the VR applica-

tion unable to run. The solution was to lower the Optitrack cameras’

sampling rate to 60 Hz as it was the highest frequency which allowed

both systems to run simultaneously. This came at the cost of data

since the Unity application ran at 90 fps, and we could not lower

the application’s framerate without resulting in a low framerate VR

experience. As the data gathering application ran, Optitrack would

send samples to the application. Since the application logs data ev-

ery frame, this resulted in logging a duplicate sample from Optitrack

every 3rd sample. The details of this problem and our solution are

described in Section 5.2.1.

The last problem with tracking was interference from sunlight, as

the lab room was directed towards the sun during afternoon hours,

which also caused the application to fail. We resolved this by blocking

the windows using construction paper.

During pilot studies, we tested using the marker and finger tracker.

We asked participants if they felt that the positions for both the writ-

ing utensils were accurate, to which they responded, "Yes." When

asked if they felt that there was any lag while using the writing uten-

sils, they responded, "No."

3.2.2 3D Eye Gaze Position

One of the features we recorded was the 3D position of eye gaze. We

used the SRanipal toolkit [17] to retrieve the left & right eye gaze ori-

gin and the respective gaze directions. These were transformed into

the headset’s basis by using Unity’s functions: transform.TransformPoint()
to transform the eye gaze origins and transform.TransformPoint() to

transform the eye gaze directions. Our goal was to find the gaze in-

tersection position, but rays in 3D generally do not have a point of in-

tersection [16], as they are either parallel or coincidental. Duchowski

et al. [16] provided a modified derivation of gaze depth in C#, which

was originally made for finding the intersection at a 2D plane for eye-

trackers placed at monitors [39]. Since there are no obvious planes in

VR, they wrote a function that used the gaze origin and direction to

calculate the length t for both gaze rays, which allowed us to find the

point at which both gaze rays end. By finding the midpoint between

the two endpoints, we calculated the gaze intersection in 3D.
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The eye tracking was calibrated for each participant before the

study, and after any time, the headset was removed to ensure that

the eye tracking was accurate.

3.3 usage in participant study

As a data gathering tool, this application was used in a participant

study, which recorded the data previously mentioned frame by frame

while a participant wrote each sentence. Appendix Table 40 contains

all of the recorded data, including data not used for our features. To

collect midair handwriting data in a practical context, we presented

participants with stimuli, prompting them to write sentences in Chap-

ter 4





4
S T U D Y D E S I G N

One of our main contributions is midair handwriting data. This chap-

ter describes how we conducted our participant study to gather the

data.

We conducted a study following a within-subjects design and gath-

ered 24 participants from Ontario Tech University and Durham Col-

lege to use our application through recruitment posters and email.

Each participant went through a 1-hour study and was compensated

$20 after the study. This study was approved by the institutional re-

search ethics board (REB FILE #17222).

What is your experience with VR?

Level # of Participants
Experienced 2

Intermediate 3

Little 11

None 8

Table 2: Data regarding participant’s experience using VR gathered from
pre-study questionnaire.

How often do you write on physical whiteboards?

Level # of Participants
Very often 8

Sometimes 11

Very rarely 5

Table 3: Data regarding participant’s experience writing on whiteboards
gathered from pre-study questionnaire.

Prior to beginning a study for each participant, we asked for their

past experience using VR and writing on physical whiteboards. The

questions and answers are shown in Table 2 and Table 3.

Each participant was assigned 4 combinations of writing utensils

and writing methods. Each combination is grouped under the term

writing condition:

29
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1. Pen/No Whiteboard

2. Pen/Whiteboard

3. Finger/No Whiteboard

4. Finger/whiteboard

Please note that "Pen" refers to a pen-like writing utensil, which

is an Optitrack tracker with a whiteboard marker attached to it, as

shown in Figure 6a.

Each participant was assigned a unique order of conditions to avoid

order effects. Table 4 describes each participant’s specific order of

conditions.

4.1 training and writing phase

After signing the consent form, each participant was asked to com-

plete a pre-study questionnaire to gather their prior experience in us-

ing any extended realities (virtual reality, augmented reality, mixed

reality). Afterwards, they were instructed on how to use the HTC

Vive headset and controller before being positioned to stand in the

location marked to be the center of the Unity scene. After putting

on the HTC Vive headset, they were verbally instructed to use the

built-in eye-tracking calibration.

Participants were told to inform us if they were experiencing any

discomfort, such as nausea or dizziness, as well as fatigue at any

moment so we could pause the study and allow them to take a break

when needed. Also, they were told to write as they would naturally

without worrying about writing more slowly or quickly than they

normally would.

For each combination of conditions, the participant was brought

into the application’s training mode, where they were instructed on

how to use the application to write and navigate through the sen-

tences. In training mode, there are 3 simple sentences designed to

familiarize the participant with the current combination of writing

tools and conditions. The instructions are:

1. Please write your name

2. Please write the numbers 1, 2, 3, 4, 5, 6, 7, 8, 9

3. Please write today’s date
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Participant Condition Order

1 1234

2 1243

3 1324

4 1342

5 1423

6 1432

7 2134

8 2143

9 2314

10 2341

11 2413

12 2431

13 3124

14 3142

15 3214

16 3241

17 3412

18 3421

19 4213

20 4231

21 4312

22 4123

23 4321

24 4132

Table 4: Condition combination order for individual participants. 1 =
Pen/No Whiteboard 2 = Pen/Virtual Whiteboard, 3 = Finger/No
Whiteboard, 4 = Finger/Virtual Whiteboard
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The training sentences were designed to familiarize the participants

with basic writing tasks, writing letters and numbers. For training

sentence 2, we asked that the participants include writing the com-

mas; for sentence 3, the participant was free to write in any date for-

mat. If it was the participant’s first time writing using a condition that

included the virtual whiteboard, they were also given the option to

adjust the distance of their whiteboard to their liking. After it was set,

the positional values for the virtual whiteboard were recorded and

re-used whenever the participant came across the virtual whiteboard

condition the second time.

ID Sentence Type

1 Pangram
2 Punctuations / Hyphens / Apostrophes (PHA)
3 Quotes / Numbers/ Commas (QNC)
4 Colons / Brackets (CB)
5 Imagination

Table 6: Sentence types written by participants. These were also used to
identify the sentence types used in training and testing.

In the test phase, the participant was instructed to write a total of

5 sentences. These sentences and their designs are described in Sec-

tion 4.2. A HUD message described the next sentence’s details before

the participant proceeded to the write phase to receive the prompt.

For example, if the participant submitted their Pangram sentence, the

message will inform them that the next sentence will include punc-

tuations, hyphens and apostrophes. There are 5 different types of

sentences shown in Table 6, and for each combination of conditions,

the participant would receive prompts to write sentences in the order

of these categories:

The sentences used as prompts throughout the experiment are shown

in Table 5. After completing writing all the sentences for either the

training or writing phase, we asked the participants if they would like

to proceed to the next combination or take a break. As mentioned in

Section 3.2.2, eye tracking calibration was repeated if the headset was

removed. After calibration was finished, we conducted a quick test

by bringing the participant into the VR scene where a transparent

sphere visualized their eye gaze position. We asked the participant to

focus on different objects in the scene while monitoring the VR view

to ensure the accuracy was still performing properly.
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Lastly, a post-technique questionnaire was conducted after the par-

ticipant completed each condition. They were allowed to answer ver-

bally or by themselves on a laptop. Upon completing all conditions,

participants were asked to complete a post-study questionnaire.

4.2 writing sentences

The Beery-Buktenica developmental test for visual-motor integration [49]

has typically been used to investigate handwriting in past research [19].

While this standardized test effectively measured handwriting skills,

such as visuomotor and graphomotor skills, our goal was to measure

natural handwriting patterns instead.

We narrowed our scope to investigate writing patterns solely on

writing different letters, punctuations and numbers. As a result, we

created a total of 20 sentences, with 5 sentences for each writing con-

dition.

The Pangram category was designed to encompass every letter of

the alphabet, while the PHA, QNC, and CB were to encompass the

most common punctuations written in English [42]. We created these

sentences using a combination of sentences retrieved from Purdue

Online Writing Lab [43], our own original ideas and with the help of

ChatGPT [10]. Appendix Table 38 shows the prompts used to gener-

ate the sentences before applying modifications to ensure the length

of the sentences was suitable for our study.

The last sentence category is the Imagination sentences, which asks

the participant to write something using their imagination rather than

writing something they are instructed to write. These sentences were

made to capture eye-tracking behaviours described in Section 2.4. Ta-

ble 5 shows the prompts used for each sentence type for all of the

writing conditions.
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D ATA P R E PA R AT I O N

5.1 data gathering

We recorded data in Unity at a rate of 90 Hz, where every frame

includes timestamps, positions and rotations of tracked objects, eye

tracking data and a boolean of whether the ink was turned on or off.

Table 7 describes the features and the data type they were recorded

as. A full table is in Appendix Table 40, which includes all recorded

data, including data that was not used as part of data processing as

they may be useful in future research.

Feature Data Type

Timestamp String
Head position 3D Vector (x, y, z)
Writing utensil position 3D Vector (x, y, z)
Wrist position 3D Vector (x, y, z)
Gaze position 3D Vector (x, y, z)
Head rotation Quaternion (w, x, y, z)
Writing utensil rotation Quaternion (w, x, y, z)
Wrist rotation Quaternion (w, x, y, z)
Left pupil diameter Float
Right pupil diameter Float
Ink Activated Boolean

Table 7: Recorded features gathered per sentence written by participants
used for data processing.

5.2 data cleanup

This section outlines the procedures taken to prepare the data before

being put into features for model training.

35
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(a) Raw positions (b) Positions after performing linear inter-
polation

(c) Linear interpolated positions together
with raw positions

(d) Polynomial order 3 interpolation

(e) Polynomial order 3 interpolation to-
gether with linear interpolation. It can
be seen that the linear interpolation
still has some plateaus.

(f) All 3 together

Figure 9: Comparison of different methods of smoothing out data. Red: raw
positions, blue: linear interpolation, yellow: polynomial order 2. a)
shows the raw positions. b) are the raw positions after performing
linear interpolation. c) shows linear interpolation and the raw po-
sitions on the same plot to show the effect of smoothing out data.
d) are the raw positions after performing polynomial order 3 inter-
polation. e) plots both polynomial order 2 and linear interpolation
together. f) is everything together
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5.2.1 Different Sampling Rates

As mentioned in Section 3.2.1.2, the sampling rate of the Optitrack

system was lowered to 60 Hz during recording. Since the HTC Vive

was running at 90 Hz, there was a difference in the sampling rates

between the two systems. As a result, Unity would record a new

sample every frame, while Optitrack would send a new sample once

every third frame. Figure 9a shows a sample of the x positions of

the writing utensil for a sentence segment, where it can be seen in

several instances that the same position appears twice. This would

cause a problem when calculating velocities and angular velocities,

as every third sample from an object tracked by Optitrack would be

calculated as 0. Therefore, we performed polynomial order 3 inter-

polation to interpolate between values, and the results are shown in

Figure 9e. While this method was more computationally expensive

than linear interpolation, our initial attempt at using linear interpola-

tion is shown in Figure 9b. It can be seen that there are still some flat

areas where some samples were too close to 0 and, thus, ended up

being rounded to 0 instead.

5.3 kinematics calculations

This section goes over the calculations performed to obtain the veloc-

ities, accelerations, and angular velocities and accelerations.

5.3.1 Velocities and Accelerations

Let Pn =
[
xn yn zn

]T
represent the positions of all tracked objects

as well as gaze position, and tn =
[
tn

]
represent the timestamps for

each frame. The x, y and z velocity for each time step was calculated

using the change in position over time encompassed by c is {x, y, z},

and N represents the size of the data set: Vc(t) =
[
pc
i+1−pc

i

∆t

]
for i =

0, . . . ,N− 1.

The accelerations were calculated using the change in velocities

over time: Ac(t) =
[
Vc

i+1−Vc
i

∆t

]
for i = 0, . . . ,N− 1.
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5.3.2 Angular Velocities and Angular Accelerations

Let Qt =
[
wt xt yt zt

]T
represent the quaternions for all tracked

objects. We used the numpy-quaternion library to compute the angu-

lar velocities. Since the quaternions in Unity are unit quaternions, we

calculated the difference between each quaternion by multiplying the

second quaternion by the conjugate of the first quaternion. This was

achieved using numpy conjugate method: Qdiff = [qi+1 ∗ qi] for i =

0, . . . ,N− 1.

The differences were converted to rotation vectors by multiplying

the logarithm of the normalized quaternions by 2. This was achieved

by using the quaternion.as_rotation_vector() method:

Qrotation = [2 log ∥Qdiffi∥] for i = 0, . . . ,N− 1.

With Qrotation, we calculated the angular velocities AV: AVc(t) =[
Qrotationi

∆t

]
for i = 0, . . . ,N− 1.

Using AV, we were able to calculate the angular accelerations AA:

AAc(t) =
[
AVc

i+1−AVc
i

∆t

]
for i = 0, . . . ,N− 1.

5.3.3 Unit Vector Between Head and Wrist

To encode each participant’s left or right-handedness, we calculated

the unit vector from their headset to their wrist. Since the unit vector

provides the direction from the head to the hand, it should generally

be different for left and right-handed writers. Therefore, we hypothe-

sized that the neural network is able to distinguish between left and

right-handed writers using this unit vector. Let HP =
[
x y z

]T
represent the positions of the VR headset and WP =

[
x y z

]T
rep-

resent the positions of the wrist. The x, y, z components of the unit

vector for each timestep is then calculated by dividing the difference

between each component and the magnitude of the difference vector.

Let U represent the unit vector between the head and wrist at time t.

Ut =
[

HPt−WPt

|HPt−WPt|

]

5.4 removing outliers and standardizing data

In some instances, an object’s velocity or acceleration would reach an

extremely high value X > 2σ or low value X < −2σ, where X repre-
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sents an outlier. We attributed these occurrences to moments where

there was a loss of tracking. This was confirmed when we found these

occurrences in our Unity data viewing application (application is de-

scribed in Chapter 7. When the sentences were recreated in our Unity

data viewing application, the frames where these outliers occurred

were found to be moments when an object jumped from one posi-

tion to another. Additionally, the position of the eye gaze would be

inside of the headset, which was suspected to be also due to loss of

tracking. Since these samples rarely occur, we decided to use the IQR

(interquartile range) method to remove samples above the 95
th per-

centile and below the 5
th percentile. Afterwards, we performed the

same interpolation method on the removed values.

To standardize data, we used StandardScaler from the sklearn class

to remove the mean and scale all data to unit variance. We performed

checks to ensure no null values were present and that all data was

mean-centred and had unit variance.
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P R E D I C T I N G T H E I N T E N T O F W R I T I N G D U R I N G

M I D A I R H A N D W R I T I N G

RQ1 was to predict the intention of writing during midair handwrit-

ing. We used the features recorded from Table 7 and the features

calculated in Section 5.3 to predict when the ink was on/off. Ta-

ble 8 shows the features and labels used for model training and test-

ing. Please note that the vectors were divided into separate x, y, and

z components into individual features. To do so, we used machine

learning models to train and make predictions in our tests to answer

this research question.

Feature Data Type

Writing Utensil Velocity 3D Vector (x, y, z)
Wrist Velocity 3D Vector (x, y, z)
Head Velocity 3D Vector (x, y, z)
Gaze Velocity 3D Vector (x, y, z)
Writing Utensil Acceleration 3D Vector (x, y, z)
Wrist Acceleration 3D Vector (x, y, z)
Head Acceleration 3D Vector (x, y, z)
Gaze Acceleration 3D Vector (x, y, z)
Writing Utensil Angular Velocity 3D Vector (x, y, z)
Wrist Angular Velocity 3D Vector (x, y, z)
Head Angular Velocity 3D Vector (x, y, z)
Writing Utensil Angular Acceleration 3D Vector (x, y, z)
Wrist Angular Acceleration 3D Vector (x, y, z)
Head Angular Acceleration 3D Vector (x, y, z)
Left Pupil Diameter Float
Right Pupil Diameter Float
Mean Pupil Diameter Float

Label Data Type
Ink Activated Boolean

Table 8: Features and labels used for model training and testing. Please note
that the 3D vectors were divided into separate x, y and z compo-
nents into individual features.

41
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6.1 preliminary tests

Before creating our neural network to perform tests to predict the in-

tention of midair handwriting, we performed a series of tests using

alternate machine learning methods. These methods include using lo-

gistic regression, and a neural network composed of two dense layers.

Based on our results, these methods could not pick up on the patterns

within the data. Please view our results in Table 41 and Table 42 in

our appendix.

6.2 sequencing data

Since our data is in the form of a time series, a more effective ap-

proach would be to use data from previous time steps to make pre-

dictions for the current time step. Therefore, we performed data trans-

formations for our next testing method to use a neural network that

included (Long Short-Term Memory) LSTM layers.

Before preparing our data, we split the data into individual sen-

tences per participant, which can later be selected individually for

training and testing purposes. This is further elaborated in Section 6.4.

We turned our data from each sentence into sequences to prepare our

data to be read by an LSTM network. Each sequence corresponds

to its original sentence, meaning sequences do not overlap between

different participants or sentences. To elaborate on this process, each

sentence written by a participant contains a certain number of frames

or time steps of data. At each time step, the data is then sequenced

with a window size of 19, meaning each sequence contains 19 time

steps of data. Thus, in the sequenced data, a time step now contains

a sequence from a sentence containing the features and labels for the

next 19 time steps. (up until n-19th frame to ensure all sequences con-

tain 19 frames, where n is the number of frames for each sentence).

6.2.1 Label Selection Methods

Each sequence was then labelled with a Boolean, representing whether

the ink was turned on or off. In these tests, we compare two methods

of determining the label. First, we select the Boolean based on most

appearances within each sequence. The Boolean that appeared the
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most will be the label for said sequences, and due to the odd num-

ber for the window size, there would always be a majority Boolean

greater than the other. The second method of selecting the label is se-

lecting the final Boolean in the sequence. The former method is more

effective at capturing the overall trend (if any) in each sequence, as

well as being more robust to noise. The latter might be better if the

end of the sequence is the most important part of the sequence.

6.3 neural network architecture

Our neural network architecture is shown in Figure 10 and is imple-

mented in Tensorflow. The final choice for the parameters and layers

of the network was determined through several training iterations.

The first two layers consisted of LSTM layers with 25 units each,

which enabled the network to learn effectively. Second, a dropout

layer with a strength of 0.2 was added as a method to perform reg-

ularization. A dense layer of 25 units with relu activation follows to

bring non-linearity. Lastly, a hidden layer with 1 unit and sigmoid

activation is the output layer for the binary classification task. Due

to the nature of LSTM and its proneness to over-fitting, many mea-

sures were taken to minimize over-fitting while attempting to help

the network learn as much as possible. To do so, we used our previ-

ously mentioned dropout layer and applied L2 regularization to the 2

LSTM layers with a strength of 0.001. These values for L2 regulariza-

tion were determined during the iterative training process to find the

optimal values. Additionally, we applied class weights due to an im-

balance of data where there were more false (ink off) instances than

true (ink on) instances in all of our sentences. We followed the doc-

umentation from Tensorflow [15] to calculate the class weights and

apply them as arguments in our model.fit() call.

During training, we used a batch size of 32, a learning rate of

0.00001 and a maximum of 150 epochs. However, not all epochs were

used for all of our models since training with that many epochs

would certainly cause the model to lead to over-fitting. To stop train-

ing at an optimal result, we applied early stopping by monitoring

validation accuracy and set patience to 7 epochs. To do so, we used 2

participants inside of our training folds for validation. This will stop

the model from training if the validation accuracy does not improve

for 7 epochs.
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Figure 10: The network used to train models to predict the intent of writing.

Our PC specifications for the neural network were trained on an

AMD Ryzen 7 5800X CPU with 16 GB of RAM and an NVIDIA RTX

3070 Ti GPU.

6.4 train and test plan

Training and testing were performed for each condition through k-

fold cross-validation, where k=6. The data was divided into folds

based on the participants, where each fold contained 4 participants.

The exact participants that were used for each fold are described in

Table 9, and the sentences each participant wrote for each condition

are described in Table 5. During training and validation, only sen-

tences 1 and 2 (Pangrams and PHA) were used to train the models,

so the remaining sentences can used for testing. This allowed us to

leave a combination of sentences written by participants and sentence

types the model has seen and not seen for testing. The specific partic-

ipants used for training and testing depend on the current fold. To be

more precise, at each fold, the remaining folds were used for training,

and in these folds, the last 2 participants were used for validation for

early stopping. For testing, both the participants in the current fold

and the remaining folds were used for different test cases, which we

elaborate on in Section 6.4.1.

We also added 2 additional conditions using our existing data,

which combined the pen & finger into the no whiteboard and vir-

tual whiteboard methods, as the results from these tests could deter-
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Participants Per Fold

Fold Participants

1 1,2,3,4
2 5,6,7,8
3 9,10,11,12

4 13,14,15,16

5 17,18,19,20

6 21,22,23,24

Table 9: Participants used per fold in k-fold cross validation

mine whether or not the virtual whiteboard would affect prediction

accuracy. The conditions in our tests are listed in Table 10. It is impor-

tant to note that training for these new conditions includes training

on data in the combination of both conditions, and the test results

are the aggregated results of testing on the same participant for both

conditions in the combination. For example, training would include

data from both Pen/No Whiteboard + Finger/No Whiteboard condi-

tions. Afterwards, a test would involve testing on a participant’s data

from Pen/No Whiteboard and then the same participant’s data from

Finger/No Whiteboard.

Condition Number Writing Condition

1 Pen/No Whiteboard
2 Pen/Virtual Whiteboard
3 Finger/No Whiteboard
4 Finger/Virtual Whiteboard
5 Pen/No Whiteboard +

Finger/No Whiteboard
6 Pen/Virtual Whiteboard +

Finger/Virtual Whiteboard

Table 10: Conditions used for training and testing

Hence, the final plan for training will iterate over a total number

of 6 different combinations of writing utensils and conditions, with

2 methods of label selection (majority and last), across 6 folds - each

producing one model. During training, data from the respective con-

ditions were used for training and testing (e.g. In condition Pen/No

Whiteboard, we used data from this condition to perform training

and testing). This resulted in a total of 72 models which we saved
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in H5 format so we can use them for further testing. The final plan

for testing included testing each model under 3 different test cases,

which is elaborated in Section 6.4.1.

The entire process of training and testing the different models is

described in Algorithm 1. Note that due to the sequencing of data

mentioned in Section 6.2, having different participants and/or sen-

tences within the same data sequence will not overlap.

Algorithm 1: Model training and testing algorithm

1 for i in range (all writing conditions) do
2 for j in range (label selection method) do
3 for k in range (all folds) do
4 C = sequenced data from current writing

condition
5 L = current label selection method
6 F = current fold
7 if condition is a combination then
8 Si = sentence type from first condition
9 Ti = sentence type from second condition
10 model = train(C, L, !F, [S1, S2, T1, T2])
11 First Condition Test Results = {
12 test case 1 result = test(model, F, [S1, S2])
13 test case 2 result = test(model, F, [S3, S4, S5])
14 test case 3 result = test(model, !F, [S3, S4, S5])
15 }
16 Second Condition Test Results = {
17 test case 1 result = test(model, F, [T1, T2])
18 test case 2 result = test(model, F, [T3, T4, T5])
19 test case 3 result = test(model, !F, [T3, T4, T5])
20 }

21 else
22 Si = sentence type
23 model = train(C, L, !F, [S1,S2])
24 Test Results = {
25 test case 1 result = test(model, F, [S1, S2])
26 test case 2 result = test(model, F, [S3, S4, S5])
27 test case 3 result = test(model, !F, [S3, S4, S5])
28 }
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6.4.1 Test Cases

To test our models, we tested them on every single sentence that

was not part of the training and validation process. The test cases en-

compass the sentences into different categories, which describe how

the model performs when predicting different types of data that the

model has never seen. The test cases are described as follows:

1. Test on new participants and sentences types the model has

seen.

2. Test on new participants and sentences types the model has not

seen.

3. Test on the same training participants and sentences types the

model has not seen.

To elaborate on the test cases, S denotes the sentence type, for

example, S1 = Pangram. Table 11 describes an example of how the

sentences were divided for training, validation and the different test

cases. In the table, the test fold is fold 6, while the training folds are

folds 1-5. The green cells are the sentences used for training, while

the grey cells are sentences used for validation. The test cases exam-

ine the robustness of our models in different ways. Test case 1 (shown

in red cells) tested the model’s performance on the same type of sen-

tences the model was trained on (S1, S2), but written by participants

the model has never seen (participants in the test fold). Test case 2

(shown in orange cells) tested the model on new sentence types (S3,

S4, S5) as well as new participants or participants in the test fold.

Lastly, Test case 3 (shown in blue cells) also tested on new sentence

types, but the participants in the training folds wrote these sentences.

All of these test cases include sentences that the model has never seen.

6.5 training results

The aggregated results from our models during training are shown in

Table 12 for when the sequences were labelled based on the majority

Boolean and Table 13 for when the sequences were labelled based

on the last Boolean. From our training results, our models trained by

the majority label selection method had lower training and validation

loss for all conditions. However, regarding training and validation
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Participant Sentence Types

1 Pangram PHA QNC CB Imagination
2 Pangram PHA QNC CB Imagination
3 Pangram PHA QNC CB Imagination
... Pangram PHA QNC CB Imagination
19 Pangram PHA QNC CB Imagination
20 Pangram PHA QNC CB Imagination
21 Pangram PHA QNC CB Imagination
22 Pangram PHA QNC CB Imagination
23 Pangram PHA QNC CB Imagination
24 Pangram PHA QNC CB Imagination

Table 11: Colourized example of test cases for one test fold. Green cells are
sentences used for training, grey cells are sentences used for vali-
dation, red cells are sentences used for test case 1, orange cells are
sentences used for test case 2, and blue cells are sentences used for
test case 3.

accuracy, there are instances where they are higher when the majority

Boolean was the selection method for the labels and other instances

where the last Boolean scored higher accuracies.
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Condition Train
Loss

Train
Accuracy

Validation
Loss

Validation
Accuracy

Pen/No
Whiteboard 0.25145 0.35175 0.91176 0.86951

Pen/Virtual
Whiteboard 0.26796 0.37331 0.90478 0.86250

Finger/No
Whiteboard 0.27436 0.36613 0.90158 0.86623

Finger/Virtual
Whiteboard 0.27871 0.35545 0.89926 0.86735

Pen/No Whiteboard +
Finger/No
Whiteboard

0.24961 0.32933 0.90805 0.87781

Pen/Virtual
Whiteboard +
Finger/Virtual
Whiteboard

0.26633 0.32915 0.90181 0.8748

Table 12: Aggregated training and validation results for the different condi-
tions using majority method for label selection.

Condition Train
Loss

Train
Accuracy

Validation
Loss

Validation
Accuracy

Pen/No
Whiteboard 0.30505 0.37820 0.89285 0.84656

Pen/Virtual
Whiteboard 0.31535 0.41536 0.88050 0.83598

Finger/No
Whiteboard 0.30538 0.39610 0.88375 0.84350

Finger/Virtual
Whiteboard 0.30691 0.38623 0.88378 0.84625

Pen/No Whiteboard +
Finger/No
Whiteboard

0.28805 0.36876 0.88733 0.85278

Pen/Virtual
Whiteboard +
Finger/Virtual
Whiteboard

0.28768 0.37101 0.88786 0.85056

Table 13: Aggregated training and validation results for the different condi-
tions using last label selection method.
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6.6 test results

The aggregated results for the majority label selection method are

shown in Tables 14 to 21 and Tables 22 to 29 with the last boolean label

selection method. A full spreadsheet, including results for individual

sentences, is available in our supplementary material, along with all

of the confusion matrices and areas under the receiving operating

characteristic (AUC-ROC) graphs.
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To our surprise, the metrics were all relatively close across all con-

ditions, even though there were many differences in terms of the z-

positions, or depth during midair writing described in Chapter 7. The

closeness in our results across different writing utensils and methods

could indicate that the models could not distinguish patterns between

writing with and without a virtual whiteboard. We conducted further

investigation and found that this was likely due to the small window

size of 19 frames, where there was little change in the z-positions

within that time window. This can be seen in our plots of the writing

utensil’s z position when plotted in a 19-frame window and a 300-

frame window in Figure 11. This sample is chosen from a random

participant’s sentence during writing with the Pen/No Whiteboard

condition.

To compare results from the two label selection methods, we av-

eraged them from their respective tests. The results are shown in

Table 30. It is abundantly clear that selecting the majority Boolean

in each sequence outperforms selecting the last Boolean in each se-

quence concerning every metric.

Label Selection
Method

Accuracy Precision Recall F1-
Score

ROC-
AUC

Majority 0.86489 0.82052 0.86029 0.83659 0.93570

Last 0.84569 0.78892 0.85384 0.81613 0.9236

Table 30: Aggregated results from all the tests comparing the two label se-
lection methods.

An example of test results from one of the iterations in the tests

performed for the Pen/No Whiteboard condition is shown in the fol-

lowing confusion matrices and AUC-ROC graphs. The confusion ma-

trices for the 3 test cases are shown in Figures 12, 14, 16 and 17, and

their respective AUC-ROC graphs are shown in Figures 13, 15, 18

and 19
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Figure 12: Confusion matrices for test case 1, Pen/No Whiteboard condition.
Model was trained on folds 2-6, tested on fold 1, sentences Pan-
gram and PHA.
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Figure 13: ROC-AUC graphs for test case 1, Pen/No Whiteboard condition.
Model was trained on folds 2-6, tested on fold 1, sentences Pan-
gram and PHA.
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Figure 14: Confusion matrices for test case 2, Pen/No Whiteboard condition.
Model was trained on folds 2-6, tested on fold 1, sentence QNC,
CB, Prompt.
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Figure 15: ROC-AUC graphs for test case 2, Pen/No Whiteboard condition.
Model was trained on folds 2-6, tested on fold 1, sentences QNC,
CB, Prompt.
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Figure 16: First half of confusion matrices for test case 3, Pen/No White-
board condition. Model was trained on folds 2-6, tested on folds
2-6, sentences QNC, CB, Prompt.
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Figure 17: Second half of confusion matrices for test case 3, Pen/No White-
board condition. Model was trained on folds 2-6, tested on folds
2-6, sentences QNC, CB, Prompt.
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Figure 18: First half of ROC-AUC graphs for test case 3, Pen/ No White-
board condition. Model was trained on folds 2-6, tested on folds
2-6, sentences QNC, CB, Prompt.



68 predicting the intent of writing during midair handwriting

Figure 19: Second half of ROC-AUC graphs for test case 3, Pen/No White-
board condition. Model was trained on folds 2-6, tested on folds
2-6, sentences QNC, CB, Prompt.



6.7 additional tests 69

6.7 additional tests

After testing the models on the same conditions they were trained

for, our next objective was to test the robustness of the model. There-

fore, we tested the models against the writing methods they were

not trained for. For example, the models trained on data from the

Pen/No Whiteboard condition were tested on data from the Pen/Vir-

tual Whiteboard condition. We only tested on the models that were

trained with the majority Boolean label selection method as per our

findings in Table 30.

6.7.1 Testing Model Robustness

The details of these additional test conditions are described in the

following list:

• Condition 7: Train on sentences from Pen/No Whiteboard, Test

on sentences from Pen/Virtual Whiteboard

• Condition 8: Train on sentences from Pen/Virtual Whiteboard,

Test on sentences from Pen/No Whiteboard

• Condition 9: Train on sentences from Finger/No Whiteboard,

Test on sentences from Finger/Virtual Whiteboard

• Condition 10: Train on sentences from Finger/Virtual White-

board, Test on sentences from Finger/No Whiteboard

The aggregated results from these tests are shown in Tables 31

to 34.

6.7.2 Comparison of Test Cases

Along with evaluating the predictive ability of the models, another

goal was to investigate if the models would perform differently when

being tested on a mix of data from participants and sentences the

model has seen and not seen during training. Specifically, these refer

to the test cases, which include new data in the form of sentences writ-

ten by new participants & same sentences, new participants & new

sentences, and same participants & new sentences. Table 35 shows

the results for the models trained and tested on the same conditions.
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Table 36 shows the results for models where the writing utensil was

combined (e.g. Pen/No Whiteboard + Finger/No Whiteboard) and

Table 37 shows the results for models trained and tested on opposite

conditions (e.g. Train on Pen/Virtual No Whiteboard, test on Pen/Vir-

tual Whiteboard). All the tables we have seen from our test results

follow the same trend where test case 2 is consistently lower than test

cases 1 and 3.

We perform a detailed discussion of all of our results in Chapter 9.
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RQ2.1 was to investigate whether the presence of a virtual white-

board affected midair handwriting, which we refer to as the curva-

ture of midair handwriting. We hypothesized that the presence of

a virtual whiteboard could help the writer keep their midair hand-

writing restricted in a plane to some extent. During pilot studies, we

noticed that midair handwriting generally appeared in a curve or in

a sphere around the writer where the writer is at the center and the

writer’s arm is the sphere’s radius.

7.1 data viewing application

We developed a separate Unity application that can read the recorded

data files and recreate the strokes that were made for each sentence.

This was used to visualize the entire sentence in a 3D environment

while traversing in 6 degrees of freedom using a first-person point of

view camera. Users can use the mouse to look around, WASD keys

to move the camera, and arrow keys to scroll back and forth between

frames. A menu can be used to select files containing data for each

sentence and a specific frame to jump to.

The following figures provide 6 different views (front, back, left,

right, top, bottom) for each sentence. Our supplementary material

contains the 6 different views for every recorded sentence from our

experiments. It is important to note that the Unity application took

these views manually via screenshots. The true positions of the writ-

ing utensil for each sentence were visualized, meaning these are the

actual positions of the writing utensil in both writing methods. Even

if the sentences were written using the virtual whiteboard method,

the actual positions of the writing utensil were visualized and not

the ink after being affected by the virtual whiteboard. The positions

are visualized by spheres, where the blue spheres represent when the

ink was activated, and the grey spheres represent when the ink was

not activated.
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7.2 writing curvature

P denotes a participant when followed by a number, such as P1 repre-

senting participant 1. Visualizing the positions of the writing utensil

enabled us to get a clear picture of various levels of curvature for

different participants while writing different sentences. We discov-

ered that midair writing generally appeared in a curve or a sphere

around the participants when they wrote without the virtual white-

board, which aligns with our hypothesis. Whereas when participants

wrote with the virtual whiteboard, their writing appeared to follow

a flat plane, as if a physical whiteboard existed. The curvature of the

writing can be seen more prominently in the top and bottom views.

There were varying degrees to the amount of curvature across dif-

ferent sentences, which occurred within the same participant under

different conditions and sentences. An example of this case is P1’s

sentences, such as their Imagination & PHA sentences in Figures 20

and 21 where a curve is more visible, and their Pangram sentence

in Figure 22 which has a much lesser curve. These sentences were

written under the Pen/No Whiteboard condition. The same observa-

tions were made even using a different writing utensil, such as P1’s

Colons/Bracket sentence under the Finger/No Whiteboard condition

in Figure 23.

In contrast, when a virtual whiteboard was present, the writing

consistently appeared to be on a flat plane. An example is P1’s Colon-

s/Bracket sentence written under the Pen/Virtual Whiteboard condi-

tion in Figure 24 and their QNC sentence when they wrote under the

Finger/Virtual Whiteboard condition in Figure 25. This type of writ-

ing behaviour appeared consistently across all participants, where

the curvature is noticeable in the No Whiteboard methods and where

there is much less curvature in the Virtual Whiteboard methods. An

example of an extreme case where curvature was present is P5, where

their QNC sentence written under the Pen/No Whiteboard condition

is shown in Figure 26, and their PHA sentence written under the

Pen/Virtual Whiteboard condition is shown in Figure 27. Based on

these observations, we can conclude that the presence of a virtual

whiteboard can affect how a writer writes in midair. Writing can be

made to be flatter as if there were an actual whiteboard, despite the

whiteboard being completely virtual.
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Figure 20: Visualized writing utensil positions for the sentence written by
Participant 1, under the Pen/No Whiteboard condition. The Sen-
tence type is Colons/Brackets.
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Figure 21: Visualized writing utensil positions for the sentence written by
Participant 1, under the Pen/No Whiteboard condition. The Sen-
tence type is Imagination.
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Figure 22: Visualized writing utensil positions for the sentence written by
Participant 1 under the Pen/No Whiteboard condition. The Sen-
tence type is Pangrams.
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Figure 23: Visualized writing utensil positions for the sentence written by
Participant 1, under the Finger/No Whiteboard condition. The
Sentence type is Colons/Brackets.
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Figure 24: Visualized writing utensil positions for the sentence written by
Participant 1, under the Pen/Virtual Whiteboard condition. The
Sentence type is Quotes/Numbers/Commas.
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Figure 25: Visualized writing utensil positions for the sentence written by
Participant 1, under the Finger/Virtual Whiteboard condition.
The Sentence type is Quotes/Numbers/Commas.
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Figure 26: Visualized writing utensil positions for the sentence written by
Participant 5, under the Pen/No Whiteboard condition. The Sen-
tence type is Quotes/Numbers/Commas.
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Figure 27: Visualized writing utensil positions for the sentence written by
Participant 6, under the Pen/Virtual Whiteboard condition. The
Sentence type is Punctuations/Hyphens/Apostrophes.
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7.2.1 Stair-casing Effect

Another interesting pattern we observed was when participants wrote

on a new line while writing under the conditions without the virtual

whiteboard, where their new line of handwritten text was written

closer to the participant as if they appeared in a staircase fashion.

This effect can be examined in the left and right views of the sen-

tences. An example is P2’s Imagination sentence written under the

Finger/No Whiteboard condition shown in Figure 28, where there

are noticeable changes in depth for each new line. On the other hand,

the new lines of text written P2 for their Imagination sentence under

the Finger/Whiteboard condition are shown in Figure 29, where the

handwriting appears to be inline. This can also be seen in the previ-

ous figures, although less prominent. As with the writing curvature

effect, there are also different degrees to this stair-casing effect across

different participants. Based on these observations, we can conclude

that while performing midair handwriting, it is likely a writer’s hand-

writing will appear in a sphere-like shape around the writer, with the

writer in the center of the sphere. Additionally, the presence of a

virtual whiteboard can also play a role in the stair-casing effect by

reducing the amount of stair-casing.

7.3 writing speeds

From the recordings, we made observations of varying writing speeds.

Some participants wrote faster than others, which may be attributed

to factors such as their natural handwriting speed & habits and writ-

ing on an unfamiliar medium in midair for the first time. The sentence

written by a fast writer is visualized in our application in Figure 30.

We observed that the spheres visualizing the faster writer’s sentence

appeared more dispersed than those in the slowly written sentence.

This also introduces the possibility of affecting the data and models

due to higher velocities and accelerations, although this was not in-

vestigated in this study.



86 writing patterns

Figure 28: Visualized writing utensil positions for the sentence written by
Participant 2, under the Finger/No Whiteboard condition. The
Sentence type is Imagination.
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Figure 29: Visualized writing utensil positions for the sentence written by
Participant 2, under the Pen/Virtual Whiteboard condition. The
Sentence type is Imagination.
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Figure 30: Visualized writing utensil positions for the sentence written by
Participant 11, under the Pen/Virtual Whiteboard condition. The
Sentence type is Colons/Brackets.
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7.4 other observations

Many other characteristics of midair handwriting were observed when

we reviewed the recordings, such as different writing ranges, writing

speeds, heights and depths. The following observations are in our

supplementary material containing the screen recordings. One obser-

vation was that participants wrote with distance between themselves

and the virtual whiteboard. This was their decision, as they were

informed to set the virtual whiteboard at a distance they preferred.

Most participants kept the virtual whiteboard close to them while

writing, while a small number (P7, P11, P17) kept a gap (∼30 cm) be-

tween themselves and the virtual whiteboard. One participant (P20)

wrote with the virtual whiteboard far away (∼50 cm). When asked

why, they responded that they prefer to be able to maintain a wide

view of the scene while writing. They also added that it was related

to how they write on a whiteboard while teaching.

Another observation was that participants wrote at different lev-

els of elevation, where writing would occur in a range between their

eye level and above their head. Most participants wrote at elevations

between their eye level and slightly above their heads and were un-

affected by the presence of the virtual whiteboard. P20 wrote with

their wrist and writing utensils above their head level as if they were

projecting the writing from their location. The elevation may affect

rotations such as head and wrist rotation but was not investigated

in this study. Lastly, different writers also had varying distances be-

tween their heads and hands. For example, P6 wrote close to their

face while writing in the Pen/No Whiteboard condition but wrote

slightly further away for the rest of the conditions. The condition

combination order for P6 was (1, 4, 3, 2), so it is possible it was due

to an order effect.
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S U B J E C T I V E R E S U LT S

Our final research question is RQ2.2, where our goal was to inves-

tigate which writing utensils our participants preferred, as well as

whether they preferred writing with or without the virtual white-

board. To answer this question, we gathered subjective results based

on preferred writing utensils and methods through the use of ques-

tionnaires. We have two different types of these questionnaires, one

for post-technique and one for post-study. The post-study technique

surveys were conducted after each participant completed writing sen-

tences for one condition, and the post-study survey was conducted at

the end of the trial.

8.1 post-technique results

The questions in the post-study questionnaire were in the form of

Likert scales, asking different levels of qualitative feedback and an op-

tional field for additional comments. Table 38 describes the questions

in the post-technique questionnaire. The subjective responses for all

conditions are shown in Figure 31 for the Pen/No Whiteboard and

Pen/Virtual Whiteboard conditions, and Figure 32 for the Finger/No

Whiteboard and Finger/Virtual Whiteboard conditions.

8.1.1 Survey Results

Overall, the results show positive feedback across all conditions. In

terms of ease of use, most of the responses were in the "Agree" or

"Strongly Agree", with no responses in "Strongly disagree". This may

be attributed to the transferable skill of midair handwriting, which

is something that generally comes naturally for people as long as

they’re able to write. The same can be said when participants were

asked if they found the technique to be comfortable. The pen condi-

tions stood out when no participants answered "Strongly Disagree"

when asked if they found any of the conditions with the pen as

the writing utensil to be natural. Compared to the conditions where
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the writing utensil was the finger, a small number of responses said

"Strongly Disagree." This may be due to the pen conditions resem-

bling traditional writing while writing with the finger is uncommon

in everyday use. Many participants answered "Agree" with some an-

swering "Strongly agree" when asked about how tiring the technique

was. This is a downside for midair handwriting in general, as any

writer who holds out their arm for extended periods will easily begin

to experience fatigue. Nevertheless, there were still many participants

that selected "Strongly disagree" and "Disagree", which may be due

to different participants having varying limitations in their physical

ability. We discuss this in more detail in Chapter 9.

Question Response Type

This technique and condition was easy to use 5-point Likert scale
This technique and condition was tiring 5-point Likert scale
This technique and condition was comfortable 5-point Likert scale
This technique and condition felt natural 5-point Likert scale

Table 38: Questions used for post-technique questionnaire. Note that at the
time of the participant study, we referred to "technique" as the
writing utensil (Pen/Finger) and "condition" as the method (No
Whiteboard/Virtual whiteboard)

8.1.2 Participant Feedback

Many participants commented on some difficulty when using the vir-

tual whiteboard writing methods, mainly due to the uncertainty of

where the ink would appear when the writing utensil was held a dis-

tance away. P5: "When starting writing again, it was hard to write

at the correct spot.". P6: "When writing on whiteboard, you don’t

see how much your hand moves away.", P28: "I kept finding myself

trying to register where the whiteboard was, so I tried orienting my

hand." There were also comments addressing the issue of the simplis-

tic design of the virtual whiteboard’s "ink snap" effect, which caused

discomfort for some participants. P14: "I expected when I point at the

whiteboard for the ink to be directional rather than flat projection"

and P12: "If I’m drawing in midair, I want the ink to project onto

a surface. Something like a dome or even a flat whiteboard with a

slight amount of curvature. That could probably make things a bit
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easier even.". Lastly, some participants brought in comments about

the lack of haptic feedback.

It seems that the simple implementation of the virtual whiteboard

caused some drawbacks, as some participants expected it to work

differently. The feedback can provide valuable insights into design

considerations for future work. All of the comments can be found in

our supplementary material.

8.2 preferred writing utensil and conditions

The post-study questionnaire asked participants for their favourite

combination of writing utensils and writing methods at the end of

the study. The results are shown in Figure 33, and the aggregated

results are shown in Figure 34. From the results, we can see that the

pen writing utensil was preferred over the finger, which is most likely

due to it being closely related to the traditional method of writing.

While the Virtual Whiteboard condition has more votes than the No

Whiteboard condition, the combined results show that they are equal

when the pen is the writing utensil.

Additionally, the feedback provides reasons as to why the pen is

preferred over the finger. Some comments from participants who pre-

ferred the pen include P3: "The pen felt way more natural than the

finger because I’m used to using pens to write in real life. The finger

did feel like it had a bit more control/accuracy in free-hand, but it

felt weird.". P7: "The pen felt more comfortable and natural. It felt

to me like my writing was neater.". On the other hand, some pre-

ferred the finger, such as P15: "The finger felt more natural, and it

allowed the benefit of not holding anything to write as that seemed

more of a hassle." P14: "Felt less restrictive." (referring to the finger

as the writing utensil). From these comments, we can conclude that

the pen would be ideal as a straightforward option as it reflected the

traditional method of writing. At the same time, the finger provided

a lightweight alternative.

The number of votes for the two writing conditions is relatively

close. Those who preferred having No Whiteboard, such as P26 said,

"I liked the free hand because I didn’t feel constricted on where I had

to write, as in, there were no set margins.". Note that free hand refers

to no whiteboard. P28 said, "The free hand made my writing look

more natural and flowed better, which made me feel more confident
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(a) (b)

Figure 33: Subjective results showing votes for the preferred writing utensil
(left) and votes for the preferred writing method (right).

Figure 34: Aggregated results for most favoured writing conditions.

in my writing.". On the other hand, those who preferred the virtual

whiteboard, such as 10: "It made all the writing on a visible plane,

which made it nicer to look at. I felt like I could go back and cor-

rect errors with much more ease than the free hand condition", and

P8: "The whiteboard helped me keep my sentences in line with each

other and made it feel more natural and close to writing on paper

or writing on a whiteboard in real life." Based on the comments, par-

ticipants who preferred the No Whiteboard methods preferred the

freedom of being able to write in the 3D space without any boundary.

Meanwhile, those who preferred the virtual whiteboard liked to use

it as a form of guidance, which helped them write neatly. The close

number of votes and comments suggests that both conditions have

their pros and cons, which can encourage further investigation and

provide design considerations.
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D I S C U S S I O N & L I M I TAT I O N S

This chapter discusses the findings from the results, limitations, con-

tributions, conclusions, and ideas for future work.

9.1 predicting intent of midair handwriting

With an overall accuracy of ∼85%, this showed promising results in

predicting the intent of midair handwriting, which can serve as a

starting point for this type of research. According to our aggregated

results in Chapter 6, the metrics across all conditions appeared to be

relatively close.

Using the same neural network architecture to train on data across

all conditions, it was discovered that the different conditions did not

have much of an impact. We investigated this further by conducting

additional tests where the same models were tested on data from

conditions they were not trained on. Our results from our additional

tests showed that despite the models being tested on writing condi-

tions they had never seen, the results still averaged within the same

range of results across all metrics. We expected the models to perform

worse in these additional tests since our visualizations from Chapter 7

showed that the presence of a virtual whiteboard could indeed affect

the curvature of writing. We suspected that close results across all

tests might be due to the small window size of 19-time steps. After

plotting out the z-positions of a participant’s writing utensil for a

random sentence, we discovered that there was little change in the z-

positions across 19-time steps. Compared to plotting across 300-time

steps, there was much more change. Ideally, we would redo the data

processing, model training and testing with varying window sizes.

Unfortunately, due to time constraints, we could only gather results

from a window size of 19 time steps. Thus, we conclude that our

current methods can be refined based on our findings to achieve po-

tentially better results.

Our findings comparing the two label selection methods, select-

ing the majority Boolean and selecting the last Boolean per sequence,
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showed that selecting the majority Boolean yielded better results over-

all. Additionally, from our confusion matrices, we found that our tests

generally performed better in predicting true negatives. At the same

time, there were varying outcomes when predicting true positives -

some better and some worse. We cannot say with certainty as to why

this is happening, but we hypothesize that this may be due to the

higher number of false instances overall in our data. Further data

cleanup should be implemented as it was later discovered that acci-

dental writing was performed. These instances were included as part

of our training and testing data.

While an accuracy of ∼85% is relatively high, it would not be suf-

ficient to implement in an actual application. Further research, train-

ing and testing should be conducted to create more accurate mod-

els. Looking at the metrics, the precision is overall lower than recall,

which is less favourable in this application as higher precision would

be more useful to detect the intent of midair handwriting. In an actual

application, this can lead to frustration as ink may be placed during

instances when the writer does not intend to write.

When grouped under different test cases, our results show very

small differences, with Test case 2 having the worst results. We be-

lieve this was due to the model being tested on sentences written

by both new participants and sentences that fall under new sentence

types. The models encountered only new participants or new sen-

tence types compared to the other test cases. Even though the dif-

ferences were small, this created a hypothesis that there were indeed

patterns that the models picked up when training on data from differ-

ent participants and sentences. If more data is gathered and the same

tests are performed and result in larger differences, we can conclude

with a more discerning conclusion.

Comparing our results from LSTM models to our preliminary tests,

there is a clear distinction between positive results from using an

LSTM neural network and classifiers. Additionally, making predic-

tions using data in the form of sequences has proven to be more effec-

tive than predicting individual time steps. This means that valuable

information can be retrieved from previous time steps during midair

handwriting to make more accurate predictions. A limitation in our

tests is finding which features are most important. It is possible that

our neural network only saw one or a small number of features as

important, which was not investigated as it was outside of the scope
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of our study. However, there are possible ways to identify the impor-

tant features by using methods such as permutation importance and

even feature importance specific for LSTM [55] networks.

While our LSTM neural network was able to train models to achieve

relatively high accuracies, more options may yield better results. For

example, transformers such as DistilBERT [54] can perform sequence

classification. Although these transformers were originally intended

for natural language processing, it is possible to re-purpose our se-

quenced data to perform classification using transformers. This act of

using transformers for different classification tasks is also present in

previous works, such as in cyber security and malware detection [44].

Alongside these are other options, such as attention models, which

can be effective at identifying the important parts of our data and

making accurate predictions.

Additionally, using the Matthews Correlation Coefficient to evalu-

ate the models would provide better insights into the overall perfor-

mance, as it is more effective at evaluating models with imbalanced

classes. This was not known during the time of the study.

The last limitation is related to the data we gathered, as the sam-

pling rate from Optitrack was lower than Unity’s sampling rate, as

mentioned in Section 5.2.1. Due to the lowered sampling rate, the ob-

jects tracked by Optitrack would come as duplicates of every other

frame and require interpolation to smooth out the data, potentially

affecting model training and testing. Had both systems been able to

run at 90 Hz, this step would not have been needed. It was discov-

ered in the later phase of the project that an upgraded software could

resolve these issues, which must be ensured to guarantee the highest

data quality.

9.1.1 Various Writing Patterns

All participants wrote in many different writing styles based on our

results in Section 7.2. Although it is evident that the presence of a

virtual whiteboard helped participants write with a flat characteristic,

there were still degrees to the curvature we observed from different

participant’s handwriting. Some participants could still write some-

what flat without the virtual whiteboard, while others still wrote with

a degree of curvature even when a virtual whiteboard was present.

The same can be applied to the stair-casing pattern that we observed,
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which followed the same trend of being affected by the virtual white-

board. These various writing patterns invite much investigation into

possible causes. We could not investigate the causes in this study, but

we believe much has to do with each individual’s natural writing

style. Perhaps these findings may be of more value if future research

aims to correct the depth to make midair handwriting more legible.

In addition to writing curvature, we observed many other character-

istics, such as the range of writing, writing speeds, heights and depth.

Additionally, the ergonomics of the VR headset and tools used in the

experiments such as the wrist tracker and writing utensil could also

factor into how people wrote differently. Lastly, each participant’s ex-

perience writing in English can be another factor, as English may not

be their primary language and could have been a possible influence

on how each participant wrote. These characteristics may relate to

how an individual writes, but whether they affected the data is un-

sure as they have not been investigated in this study.

A limitation of our participant study was that the new medium

of writing in midair could have been an uncanny writing experience,

which the participants might have had trouble adjusting to. In future

studies, we encourage more time for participants to become adjusted

to writing in midair. Additionally, using different technologies may

be beneficial as this study served as many of the participant’s first

time using VR. We aim to provide a writing experience to be as com-

fortable as possible, and VR may not be suitable for some individuals.

Perhaps a technology such as AR can help participants adjust more

easily.

Another limitation regarding the many different writing patterns

is the resulting legibility. We have not analyzed the legibility of each

participant’s handwriting across the different writing conditions. This

can be important for future research especially when it comes to mak-

ing midair handwriting presentable.

9.1.2 Preferred Writing Methods

Most participants agreed that all conditions were easy to use, which

is a positive sign that many people can easily adapt a midair hand-

writing application, especially if it is their first time using this tech-

nology. Because of this, we can confirm that this transferable skill of

traditional handwriting on paper and/or whiteboard can also be ap-
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plied to midair. Across all conditions, many participants answered

"Neutral" when asked if they found the technique to be comfortable.

We strongly believe this was a drawback of midair handwriting since

writing in this fashion required participants to keep their arms raised

for a long time. Even though they were given breaks in between

sentences and writing conditions, participants were still required to

write many sentences within an hour. In the scope of our research, we

aimed to focus on predicting the intent of midair handwriting for sen-

tences. But we hypothesize that if this application were to be applied

in a real-life scenario, it would be ideal for it to be used for writing

short sentences, notes, annotations or even sketches [50]. Therefore, if

another study were to be conducted, stimuli that encourage this type

of quick writing would be more accurate for a real-life scenario and

may even affect test results differently.

An interesting finding was that none of the participants selected

"Strongly disagree" when asked if they found the pen conditions to be

natural, which were most likely due to its close relation to traditional

handwriting. In contrast, we received a small number of "Strongly

disagree" when the writing utensil in question was the finger, which

was further from the traditional method of writing, as stated in some

of the comments. This would seem to be something obvious as we

do not normally write with our fingers. While the pen writing utensil

was more favoured than the finger, there was still much participant

feedback on why they liked using their finger as the writing uten-

sil. Most notable was the fact that the finger provided a lightweight

means of writing, as the only weight applied to the participant was

the finger tracker, which weighed 7 grams. Many participants said

they liked the lightweight design and not worrying about holding

onto an object to write. On the other hand, most participants pre-

ferred the pen because it closely resembles how people normally

write daily. The pen gave the participants more control and a natu-

ral feeling as they wrote in midair.

Thus, here lies a trade-off when designing a midair handwriting

system where one can utilize a writing utensil based on the tradi-

tional writing method or have a writing utensil that requires little

effort. While the results show that one writing utensil was favoured

over the other, the mixed feedback created room for investigating

which writing utensils can be advantageous in different settings. It is

possible that participants preferred the pen due to the design of our
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study and that participants may prefer the finger-writing utensil in a

different type of study. Participants stated that they preferred having

no virtual whiteboard because writing in the 3D space allowed them

to write freely, although at the cost of the neatness of their hand-

writing. The participants ’ writing space was restricted compared to

writing with the virtual whiteboard, but they were provided with a

way to write neater in the air. Hence, depending on the scenario, one

writing method can be more advantageous than the other. If this ap-

plication was applicable in real life, a user with a lot of space in their

vicinity may prefer having all the space to write. While a user who

aims to write in a presentable manner may prefer to write using a

virtual whiteboard.

More considerations can be taken for the design of the application.

As per the participant feedback, providing haptic feedback can accu-

rately indicate when the ink is being placed in the air. The virtual

whiteboard can be improved to accurately project the ink from the

writing utensil’s position and angle to the whiteboard and a cursor

that visualizes where the ink would land. This would provide a more

natural and easier writing experience with the virtual whiteboard.

The simplicity of our virtual whiteboard also serves as a limitation in

our study.

Another area of interest was to find a way to correct the devia-

tions in the z-axis during midair handwriting, such as the curvatures

seen in Section 7.2. This was an initial goal in our study where our

idea was to make midair handwriting legible, hence why we recorded

the stroke positions shown in appendix Table 40. However, we could

not investigate this area due to scope and time limitations. Future

research can use this data to investigate how to correct said stroke

positions.

Lastly, we could not find links between the participant’s writing

patterns and preferences of writing conditions with details they an-

swered in the pre-study questionnaire. These details included their

past experiences with VR & writing on whiteboards. We did not in-

clude demographics in our questionnaires, asking participants about

their English background, such as their English writing level and

whether it was the first language they learned. Such information

could also be valuable in analyzing writing styles and methods for

each individual. There is potentially more to uncover in this area,
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which could encourage future research to investigate these writing

patterns and preferences in midair handwriting.

9.2 additional use cases

The findings in our study are not limited to detecting the intention

of midair handwriting. The applications of machine learning in our

research can be extended to determine when a whiteboard should

be instantiated after a writer lifts their writing utensil into the air.

Additionally, our models have only been trained in writing short sen-

tences. In future work, we can gather more data to train models that

can detect any type of writing, such as point form notes and sketches.

Our findings regarding writing patterns can also help future research

in designing virtual whiteboards. It was evident that there were dif-

ferent levels of writing curvature when writing in the air, which can

invite further investigation, as the various writing patterns can be

potential areas of future research.
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C O N C L U S I O N

10.1 contributions

This chapter discusses the contributions of our study and our con-

cluding remarks.

10.1.1 Data Collection Study

This thesis aimed to 1: Investigate how we can predict the intent of un-

constrained midair handwriting and 2: Investigate whether the pres-

ence of a virtual whiteboard can impact how people write in midair,

as well as any patterns that can be found. Since this type of data

was not publicly available, we conducted a data-gathering study to

gather this type of data. We provided the design of our study, the

stimuli and how the study was conducted. From the study, we gath-

ered both quantitative and qualitative data. The quantitative data was

used to perform tests to answer the first question, and the qualitative

data was used to answer the second.

10.1.1.1 Data Cleanup and Processing

Our published data consists of the raw data gathered from the experi-

ments, as well as the data after cleanup and processing, prior to being

used for machine learning. We took the steps necessary to remove out-

liers and any values that would disrupt the machine-learning process.

We also standardized our data, ensuring that it is mean-centred with

unit variance.

10.1.1.2 Data Gathering Application

The main application we developed was a prototype VR application

that enabled any user to perform midair handwriting. This Unity ap-

plication works alongside the Optitrack motion capture cameras in

our lab to track our trackers, which we use for our writing utensils.

We also included the design of our pen and finger trackers. The appli-
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cation can also be used on other setups, provided that they have the

required hardware. This application can record midair handwriting

data and save them as CSV files. In our study, we gathered data from

24 participants who wrote 20 sentences each, reaching a total of 480

sentences in our collection.

10.1.1.3 Data Viewing Application

We developed another application in Unity that can read the CSV files

exported by our main application to recreate the scene for individual

sentences. This was primarily used to take screenshots of different

writing patterns from 6 different views, with an extra screenshot for

the Imagination sentences that contained the original writing, which

we used to serve as the ground truth. This totalled up to 2977 screen-

shots to compose 480 pictures, which outlines the various writing

styles throughout our experiment.

10.1.2 Predicting Intent of Midair Handwriting via Machine Learning

Our main contribution was performing tests by predicting the intent

of midair handwriting. We have conducted preliminary tests where

we tested the feasibility of performing binary classification on indi-

vidual time steps. Afterwards, we converted our data into sequences

so our neural network can perform binary classification on data se-

quences rather than individual time steps. We created a neural net-

work composed of LSTM layers and optimized the architecture and

parameters through several testing iterations. We also conducted tests

in various manners, training individual models for each condition

and testing them on their respective & opposite conditions. We also

divided the tests into different test cases, testing the model when

exposed to different types of seen and unseen data. Based on our re-

sults, the different conditions have little impact on the accuracy and

other metrics, including precision, recall, f1-score and AUC-ROC. It

was also found that the test case when models were tested on new

participants and new sentences had the lowest results out of all the

tests, which stemmed a hypothesis that the difference can be more sig-

nificant if more data is gathered. Despite our small amount of data,

we achieved these findings through k-fold cross-validation and tests

performed on individual sentences.
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10.1.2.1 Analysis of Midair Handwriting Patterns

Our second biggest contribution was the discovery of different midair

handwriting patterns that we found when we used our data-viewing

application to recreate the sentences. We found many different types

of patterns that can be present for different participants during midair

handwriting, including the level of curvature, elevation and speed.

Our results showed that while participants wrote in midair, they

generally wrote in a sphere around them, where they would be the

sphere’s center. The text would curve when writing from left to right,

while new lines of text also tend to follow the curvature of the sphere

– usually coming closer to the participant in a stair-casing fashion. It

was found that the presence of a virtual whiteboard tends to help

writers keep their text flat despite not having any physical surface.

However, this curvature and stair-casing varies in a spectrum across

different participants as some participants still wrote with a level of

curvature with the virtual whiteboard, while some participants man-

aged to write relatively straight without the virtual whiteboard.

10.1.2.2 Analysis of Subjective Feedback

Another important aspect of our study was to determine what method

of writing participants preferred while performing midair handwrit-

ing. We discovered that most participants preferred using the pen

as the writing utensil as it closely resembled traditional handwrit-

ing. While fewer participants preferred using their fingers to write,

it showed value as a lightweight method for midair handwriting, as

many participants stated in the comments that they liked the idea

of not having to hold onto a writing utensil. In terms of the virtual

whiteboard, an equal number of participants preferred either writ-

ing with or without the virtual whiteboard. This was due to many

reasons, primarily that having no virtual whiteboard provided the

most freedom, while the virtual whiteboard helped participants keep

their midair writing neat. There is no definitive answer as to which

combination of writing utensils and methods is triumphant, but the

feedback we received can provide design considerations depending

on the need.
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10.1.3 Future Work

Many improvements can be made in future work. A longer study

with more participants and stimuli allows us to work with more data.

We can improve our neural network to be more advanced or use alter-

natives mentioned in Section 9.1, which can potentially yield better

results. Most importantly, after achieving better results, the model can

be integrated with the Unity application to create a system that can

be tested. Our virtual whiteboard should also be updated to project

the ink to the whiteboard along the user’s line of sight, potentially

producing a more fluid virtual whiteboard experience. Afterwards, a

study that further investigates the two writing utensils and two writ-

ing conditions can be conducted, as there are many strengths and

weaknesses that can be compared.

10.1.4 Supplementary Material

Our supplementary material consists of spreadsheets for all of our

machine-learning tests, as well as the confusion matrices and AUC-

ROC graphs. We also include the 480 sentences in the form of 6 differ-

ent views composed of 2977 screenshots. Additionally, it contains the

original CSV files for the data recorded for the sentences and ques-

tionnaire answers and screen recordings that were recorded during

the participant trials.

10.2 conclusion

The results from our data gathering, processing and analysis show

promise in predicting the intention of midair handwriting without

constraints applied to where and how writing can be done, as long

as they are within the midair handwriting environment. This hand-

writing method allows users to pick up a utensil and write using

their movements and eye tracking. Our ∼ 85% accuracy shows that

this method of prediction is possible with room for improvement. We

discovered many different patterns and preferences regarding midair

handwriting, which opened new doors for investigation in the field

of Human Computer Interaction. In summary, our work introduces

new possibilities for supporting unconstrained midair handwriting in
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different ways, which has the potential to perform writing anywhere

in an open space quickly and efficiently.





Part I

A P P E N D I X

You can put some informational part preamble text here.

Illo principalmente su nos. Non message occidental anglo-

romanic da. Debitas effortio simplificate sia se, auxiliar

summarios da que, se avantiate publicationes via. Pan in

terra summarios, capital interlingua se que. Al via multo

esser specimen, campo responder que da. Le usate medi-

cal addresses pro, europa origine sanctificate nos se.





A
A P P E N D I X

a.1 coordinate misalignment

Using the Optitrack CS-200 calibration square [8], we were able to set

the Optitrack’s coordinate system center of origin as close as possible

to the Unity scene’s center of origin. We also aligned the calibration

square so that the direction of the positive x, y, and z axes from Op-

titrack’s coordinate system was as close as possible to Unity’s. The

process of aligning these two coordinate systems was done by hand,

and the center of origin was located in the real world, according to

the Unity scene. To find the positive x, y and z directions in the Unity

scene concerning the real world, we moved an HTC Vive remote from

the center of the Unity scene while measuring the distance recorded

in Unity. The recorded vector basis for the Unity scene is shown in

Figure 8.

It was found that even after using the calibration square to set the

center of origin and basis vectors of Optitrack’s coordinate system,

there was still a misalignment which grew more significant when

moving further from the center of the 3D scene. This suggested that

the problem could be due to both coordinate systems’ rotation and/or

scaling differences. We isolated the problem to a rotation difference

by moving and measuring a tracked object 1 meter in the real world in

different directions, which was reflected accurately in both the Unity

and Optitrack systems. The solution to align both systems was to

find the rotation matrix and translation vector that can be used on

incoming Optitrack coordinates so they can be aligned to Unity.

Arun et al. [6] proposed a least-squares fitting method for two 3D

point sets. Their solution was implemented in Python by nghiao12 [56]

on Github, and the script would return the optimal rigid transfor-

mation needed to align Optitrack coordinates to Unity coordinates.

The first step was to gather data from both coordinate systems. We

taped an Optitrack marker on top of a Vive remote to record these

coordinates. Then, starting at the Unity scene’s center, we recorded

1564 points by moving the Vive remote around in a sphere while ex-
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tending and retracting the arm. This was done to record as many

points as possible around the general writing area. After gathering

the data, we used the script written by nghiao12 [56] to perform mean-

centering on both sets, followed by computing the covariance matrix

and performing singular value decomposition (SVD) to isolate the

left-singular vectors and right-singular vectors. The vectors represent

the rotation vectors for both coordinate systems, and they were mul-

tiplied to obtain the rotation matrix needed to get from Optitrack to

Unity.

Table 39: Prompts used to generate stimuli using ChatGPT, prior to modifi-
cations.

Prompt Write me a sentence that begins with parenthesis

ChatGPT (According to recent studies), regular exercise has been

shown to improve cognitive function and reduce the risk

of chronic diseases.

Prompt Generate a short sentence that contains colons and brackets

ChatGPT The recipe called for three main ingredients: flour, sugar,

and butter (preferably unsalted).

Prompt Generate a short sentence that contains a colon and brack-

ets

ChatGPT I have a message for you: (Remember to stay positive and

keep pushing forward).

Prompt Generate a short sentence that includes a colon and brack-

ets

ChatGPT The concert lineup was impressive: (rock bands, pop

artists, and a surprise guest performer) will take the stage.

Prompt Generate a few pangrams

ChatGPT Certainly! Here are a few pangrams for you:
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1. The quick brown fox jumps over the lazy dog.

2. Pack my box with five dozen liquor jugs.

3. Mr. Jock, TV quiz PhD, bags few lynx.

4. Crazy Fredericka bought many very exquisite opal

jewels.

5. Jackdaws love my big sphinx of quartz.

6. The five boxing wizards jump quickly.

7. How quickly daft jumping zebras vex.

8. Waltz, bad nymph, for quick jigs vex.

9. Quick zephyrs blow, vexing daft Jim.

10. Bright vixens jump; dozy fowl quack.

I hope you find these pangrams interesting!

Prompt Please generate some more

ChatGPT Certainly! Here are a few more pangrams for you:
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1. How vexingly quick daft zebras jump!

2. Jumpy veldt fox bids a quick phlegm zap.

3. Fix problem quickly with galvanized jets.

4. My jazzy elephant gave the big, lazy kangaroo four

pizzas.

5. The wizard quickly jinxed the gnomes before they va-

porized.

6. Quirky whims beggar exciting vixens.

7. Few black taxis drive up major roads on quiet hazy

nights.

8. Jumping monkeys quickly seize the waxy bouquet.

9. A crazy gazelle jumps over a quivering fox.

10. Six big juicy steaks sizzled in a pan.
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Data Data Type Used for Features

Frame Integer N
Timestamp String Y
Right handedness Boolean N
Head position 3D Vector (x, y, z) Y
Writing utensil position 3D Vector (x, y, z) Y
Wrist position 3D Vector (x, y, z) Y
Gaze position 3D Vector (x, y, z) Y
Alternate controller position 3D Vector(x, y, z) N
Head rotation Quaternion (w, x, y, z) Y
Writing utensil rotation Quaternion (w, x, y, z) Y
Wrist rotation Quaternion (w, x, y, z) Y
Alternate controller rotation Quaternion (w, x, y, z) N
Left pupil position Float Y
Right pupil position Float Y
Left eye gaze origin 3D Vector (x, y, z) N
Right eye gaze origin 3D Vector (x, y, z) N
Left eye gaze direction 3D Vector (x, y, z) N
Right eye gaze direction 3D Vector (x, y, z) N
Left pupil diameter Float Y
Right pupil diameter Float Y
Left eye openness Float N
Right eye openness Float N
Left eye wideness Float N
Right eye wideness Float N
Left eye squeeze Float N
Right eye squeeze Float N
Ink Activated Boolean Y (Used for label)
Stroke number Integer N
Stroke positions Array of 3D Vectors N

Table 40: All the recorded data per sentence written by participants, includ-
ing ones that were not used for data processing. Ink Activated is
the only label.
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