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He was able to use a fluctuating current to vary the magnetism in the coil of an
electromagnet, which caused a small piece of iron to vibrate on a diaphram

fluctuating current

when the flow of electricity changes up
and down or back and forth.

vary the magnetism in the coil of an
electromagnet

it means changing how strong the magnet
is in the spiraled wire because of the

electricity.

small piece

a tiny part of something that is not large.

He used magnetism to connect two
telegraph lines together electrically.

He used magnetism to make a small piece
of iron vibrate.

He used magnetism to invent the first
continuous-current electrical generator.

He used magnetism to amplify optical
signals in telecommunication networks.

How did Alexander Graham Bell use magnetism in his invention of the telephone?

c

b

d

a

Figure 1: GazeQ-GPT uses a gaze-driven interest model to personalize question generation: (a) Using the interface with gaze to
watch (b) a video with subtitles highlighting phrases/collocations. (c) Further details of key phrases are located in the marginal
gloss activated by gaze. (d) Questions generated by the interest model are based on fixations on words in the subtitle and gloss.

Abstract
Effective comprehension is essential for learning and understand-

ing new material. However, human-generated questions often fail

to cater to individual learners’ needs and interests. We propose a

novel approach that leverages a gaze-driven interest model and

a Large Language Model (LLM) to generate personalized compre-

hension questions automatically for short (∼10 min) educational
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video content. Our interest model scores each word in a subtitle.

The top-scoring words are then used to generate questions using an

LLM. Additionally, our system provides marginal help by offering

phrase definitions (glosses) in subtitles, further facilitating learning.

These methods are integrated into a prototype system, GazeQ-GPT,

automatically focusing learning material on specific content that

interests or challenges them, promoting more personalized learning.

A user study (𝑁 = 40) shows that GazeQ-GPT prioritizes words

in the fixated gloss and rewatched subtitles with higher ratings to-

ward glossed videos. Compared to ChatGPT, GazeQ-GPT achieves

higher question diversity while maintaining quality, indicating its

potential to improve personalized learning experiences through

dynamic content adaptation.
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1 Introduction
Personalization is integral to modern user interfaces, both implicit

(e.g., targeted ads, content recommendations) and explicit (e.g., UI

layout changes, content requests). In education, personalization

enhances motivation by tailoring content to individual learners,

though it doesn’t directly impact learning outcomes [31, 46]. As

learning needs evolve with instant access to information, such

as informal learning through educational videos, personalization

accelerates and deepens learning by adapting to skills, interests,

and needs [22, 28, 45].

However, informal learning through educational videos (e.g.,

YouTube videos) has limited engagement with the learners. Fur-

thermore, self-directed learners do not have a way of tracking or

assessing their comprehension effectively, which is an important

aspect of informal learning [9]. Self-directed learners who watch

videos over five minutes watch in a non-linear manner (rewatching

or skipping portions) [29]. Responding to these aspects of video

learning, our work aims to generate and personalize comprehen-

sion quizzes on video content using implicit gaze interactions with

subtitles and, in turn, increase content engagement with learners.

Multiple-choice quizzes are a standard method to measure and

aid learners’ comprehension of educational content. However, they

generally lack personalization, as questions are generated on gener-

ally important sentences [27, 44]. Designing comprehension quizzes

takes a lot of care to ensure every choice (correct answer and dis-

tractors) relates to the topic and there is only one correct answer.

Past research has generated multiple-choice questions on plain text

and documents [4, 27, 44, 55, 62, 65, 69]. Yet, these works do not con-

sider the individual learner’s needs nor tackle multimedia content,

such as educational videos and subtitles. Fortunately, this is where

Large Language Models (LLMs) thrive, such as OpenAI’s GPT-4

model [41], to assist in learning. Using its language capabilities, we

can generate multiple-choice questions through well-engineered

prompts.

Another challenging aspect of educational videos that may hin-

der the learners’ comprehension is the presence of technical terms

or jargon. On the other hand, glossed reading has been shown in

text reading and subtitled videos to significantly increase the learn-

ing of new words compared to non-glossed reading [34, 71]. A gloss

is a brief explanatory note or definition used to clarify the meaning

of a term or phrase in a text.

To assist the learner’s comprehension of educational video con-

tent, our proposed approach includes (1) collocation detection
algorithm to detect technical jargon where (2) gaze-triggered
glosses to display said jargon, which may be challenging to un-

derstand and impact overall comprehension of the new material

and (3) a gaze-driven interest model to personalize multiple-
choice quiz questions for short educational videos.

Traditional collocation/multi-word detection methods typically

focus on fixed-length word pairs or manual extraction, and no def-

initions for detected collocations have been provided. Thus, our

novel approach uses GPT-4 to detect and define jargon to be dis-

played by gloss (Figure 1a and b). In addition, we developed a

gaze-driven interest model to score words in the subtitle or gloss,

using attention as a proxy for interest. Similar gaze-driven models

have been in different contexts, including differentiating language

learners’ proficiency levels and assisting with information visual-

ization tasks [6, 37, 64, 67]. In our proposed system, GazeQ-GPT, we

combined these techniques, including the gaze interest scores, to

guide the personalized question generation by focusing on specific

subtitles and words (Figure 1c).

In a user study, we compare GazeQ-GPT with and without gloss

and have participants answer comprehension questions generated

by ChatGPT with and without the gaze-driven interest model to

characterize the benefits of LLMs and eye-tracking in personalizing

the learner’s experience. While both ChatGPT and GazeQ-GPT’s

questions were perceived as helpful to learners, the evaluation

shows the variance across participants in the GazeQ-GPT questions

and the prioritization of rewatched subtitles and fixated glosses,

indicating personalization. When comparing question sets within

GazeQ-GPT and ChatGPT, ChatGPT showed only slight variance,

with questions repeated. In contrast, GazeQ-GPT exhibited high

variance while providing meaningful guidance without losing ques-

tion quality. Furthermore, glossed videos were rated more highly

than those without gloss regarding usability.

2 Related Work
We were inspired by previous attempts at automatic question gen-

eration and existing research on eye-tracking to model user interest

to guide linguistic processes.

2.1 Question Generation
Quality question generation is crucial for evaluating learner knowl-

edge and fostering self-motivated learning. However, creating suit-

able questions can be labour-intensive, leading to significant re-

search in automatic question generation (AQG) to reduce this bur-

den. Kurdi et al. [27] noted that existing AQG methods often pro-

duce simplistic questions targeting lower levels of learner ability.

Pan et al. [44] echoed this, adding that personalized question gen-

eration remains underexplored and suggesting that modelling user

state and awareness could enhance personalization. This aligns

with the review of Kurdi et al., which highlighted that current ap-

proaches generate all possible questions or analyze important sen-

tences without considering individual needs. One notable attempt

to model the user state is by Syed et al. [56], where they improved

long-term learning outcomes by creating personalized quizzes us-

ing gaze tracking. They generated questions using skimmed and

focused reading behaviour. However, their work only focuses on ar-

ticles. Fixation behaviour for multimedia content, such as subtitled

videos, differs from static texts. Furthermore, it is unclear whether

the language style (linguistic registry) difference between writing

and speaking will affect question quality. Our approach extends to
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5 ChatGPT
Questions

Interest Model
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Top-5 Scored
Word-Subtitle Pair

Gloss Fixations

Subtitle Fixations

a

c

Gaze-Triggered Glosses *

d

* from right to left when gaze is near the right margin

Figure 2: An overview of the implementation of GazeQ-GPT. (a) The GazeQ-GPT interface shows the video with subtitles
highlighting collocations. (b) Gaze-triggered glosses will display said collocations, which are initially hidden in the right margin
of the screen. The gloss will trigger once the gaze is near the right margin. (c) The interest model takes gloss and subtitle
fixations to score subtitles. (d) The top-5 scored word-subtitle pair is used for context to produce 5 questions from ChatGPT.

model the user’s state, as suggested by Kurdi et al. [27], using gaze

for subtitled videos following the technique of Syed et al. [56] to

generate personalized quizzes based on gaze patterns.

Transformers [63] have been used to generate higher quality

questions [4, 62, 65]. One prominent transformer-based architecture

is OpenAI’s GPT model. Prior research has explored using ChatGPT

for question generation [65, 70], but these studies offer limited de-

tail on prompt engineering, relying on simplistic prompts that may

compromise question quality. Additionally, as previously discussed,

prior works leveraging ChatGPT do not offer personalized question

generation. In contrast, our approach, GazeQ-GPT, harnesses Chat-

GPT’s broad knowledge base to generate domain-specific questions

guided by our gaze-driven interest model.

2.2 Eye Tracking for Linguistic Processing in
Subtitles

Eye tracking allows researchers to study the types of eye movement,

such as fixations (points at which people pause, ranging from 150ms

to 300ms [61]) and saccades (lengths between these fixations). There

are two assumptions when measuring reaction times: (1) longer

fixation duration and more fixations indicate greater processing

effort, and shorter fixations and/or skipping indicate less processing

effort. (2) What is being fixated is what is being considered [47],

with much literature demonstrating the relationship between eye

movements and attention, cognitive state, decision making and

memory [15].

Our work focuses on eye tracking during video viewing with

subtitles. Previous research primarily explores how gaze data, such

as fixation count and duration, relates to subtitle processing for

language learning [6, 37, 67]. Findings indicate that gaze patterns

can reveal learners’ language backgrounds and familiarity with

content. For instance, Muñoz [38] showed that beginners tend to

skip subtitles less than more advanced learners. Machine learning

models have been used to predict English proficiency from gaze

features [14, 35, 74]. Related work, such as SubMe [21], uses gaze

patterns to classify learner skill levels and generate lists of difficult

words with personalized translations and definitions.

On the other hand, fixations on video content depend on an

individual’s behaviour. For example, subtitles facilitate compre-

hension regardless of cognitive abilities, eye movement strategies

or age, while only video content depends on these individual fac-

tors [18, 78]. Furthermore, there is a high correlation between sub-

title reading and performance compared to fixations on video con-

tent [26, 39], suggesting individuals’ tendency to process subtitles

is consistent. People instinctively start reading subtitles as soon as

they appear, even if they have little experience with this informa-

tion without a trade-off between text and image processing [18].

This tendency is stronger when the subtitles are informative, specif-

ically when the language of the soundtrack is unfamiliar, there is

minimal overlap between the written text and the images, and the

subtitles provide valuable information [17, 18].

Based on previous findings, this work presents a gaze-driven

interest model based on only subtitles. Subtitle reading behaviour

is consistent between individuals, while fixations on video con-

tent depend on the visuals and individual factors such as cognitive

abilities and eye movement strategies, which can be unstable. Our

approach advances this by triggering real-time glosses and person-

alized quizzes from educational videos based on gaze patterns.

3 GazeQ-GPT: Methodology
Our work supports learners by providing gaze-driven glosses for

technical terms and personalized multiple-choice questions during

video watching. To achieve this with low latency, GazeQ-GPT first

analyzes subtitles to detect complex words and phrases, then gener-

ates glosses for each using GPT-4. Gaze patterns are used to trigger

gloss display and build an interest model, which is used with GPT-4

to generate personalized questions at the end of the video. Figure 2

shows the implementation overview for GazeQ-GPT; the details

are described in this section.
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3.1 Complex Word Identification
Complex word identification (CWI) identifies the complexity of a

given word or multi-word expression. Previous results used super-

vised learning and feature building to create CWI models [43, 73],

but they are not easy to extend to different languages without prior

setup and feature engineering [75]. Fixed general complexity scales

are challenging to interpret as they aggregate an arbitrary num-

ber of absolute binary complexity judgments to give a continuous

value [53]. Individual characteristics also impact lexical complexity.

For example, a lawyer reading a physics article may struggle with

technical jargon more than a physicist. Personalized approaches

have considered demographics including language proficiency, na-

tive language, race, job, age, and education [30, 57, 58, 76]. LLMs

have also recently been used to identify complex words [54, 59]. In

this work, we leverage LLMs to tackle personalized CWI.

Our LLM prompt is inspired by two forms of complexity [40].

Absolute complexity refers to objective linguistic properties, such as

the number of morphemes, the presence of derivational affixes, or

having multiple meanings. Relative refers to individual experiences

or psycholinguistic factors, such as acquisition difficulty or level

of familiarity. Inspired by these properties, we made a checklist

for ChatGPT to determine the word’s personalized complexity, in-

corporating the target audience (e.g., ‘undergraduate student’).

ChatGPT outputs a score (1–5), which becomes an input to the

interest model (subsection 3.4). The prompt goes as follows:

Here is some information to analyze the word’s complexity:
1. Words having multiple meanings are more complex.
2. The word’s higher cognitive load or demand is more
complex.
3. Higher acquisition difficulty of the word is more
complex.
4. Rarer words are more complex.

Consider that the person reading this word is [audience].

3.2 Collocation Detection
Technical jargon in educational videos can reduce accessibility

and cause confusion. Previous work has offered one-word defini-

tions [19, 21, 77], but these often fail to capture the nuances of

multi-word phrases/collocations, groups of words that form a se-

mantic unit. While experts can extract and define such phrases,

manual processing is labor-intensive [2, 3, 10, 11]. Past collocation

detection methods [25] (statistical, rule-based, and hybrid) typically

focus on fixed-length word pairs [16], and none have provided

definitions for detected collocations.

We leveraged ChatGPT (gpt-4-turbo) in an iterative approach

when detecting collocations. Our approach starts by tokenizing

the subtitle, then iteratively combines consecutive tokens to form

phrases using ChatGPT, starting from the first token. To confirm if

a candidate sequence forms a valid phrase, we asked ChatGPT in

the form of a true/false question [23]:

“[token sequence]” is a phrase (Context: [context])
A) True
B) False

For every detected phrase, we have ChatGPT provide three simple

definitions informed by the context of the complete subtitle: the

definition of the whole phrase and definitions for the two most

important words in the collocation.

3.3 Gloss
A gloss is a brief explanatory note or definition used to clarify the

meaning of a term or phrase in a text. Glossed reading leads to

significantly greater learning of words in contrast to non-glossed

reading [71]. Glosses can be noninteractive (inserted at a specific

place, e.g., margin) and interactive (an action required to activate,

e.g. hyperlink) [71]. Previous works used interlinear and hyper-

linked glosses in subtitles to define one word [19, 21, 60]. Our work

extends this to collocations and phrases. As showing too much help

in the subtitle area may overwhelm users, we take an interactive

approach, placing gaze-activated glosses in the margin.

3.4 Gaze-Driven Interest Model
When reading text, people often fixate on complex and less com-

monly usedwords for longerwhen processing them visually [13, 48].

Thus, to model which words/subtitles the user is fixated on, we

start with an interest model developed for data visualization [64]:

𝑆𝑖 𝑗 =
𝑛𝑖

𝑛𝑎𝑙𝑙
× (𝑙𝑜𝑔(𝑛𝑖 ) + 1) ×

√
Δ𝑡 × 1

𝑑 𝑗 + 1
(1)

where 𝑆𝑖 𝑗 is the interest score for each object 𝑗 in group 𝑖 . The

inputs to the score are: the number of objects in group 𝑖 (𝑛𝑖 ), the total

number of objects visited by the fixation (𝑛𝑎𝑙𝑙 ), the time elapsed

(Δ𝑡 ) and distance between object 𝑗 and the fixation point. We adapt

to score interest in a word in a subtitle as follows:

𝑆𝑠𝑖𝑤𝑗 𝑓𝑘 =
1

𝑛𝑎𝑙𝑙
×
√
Δ𝑡 × 1

𝑑 𝑗 + 1
× 𝑐 (𝑤 𝑗 ) (2)

where 𝑆𝑠𝑖𝑤𝑗 𝑓𝑘 is the score for word 𝑗 in subtitle 𝑖 for fixation 𝑘 .

Here, 𝑛𝑖 = 1 as the interest group contains only one word. Resulting

constant terms are dropped. A factor for the complexity of the word

(𝑐 (𝑤 𝑗 )) is added as described in subsection 3.1.

For fixations inmarginal glosses, an alternate formulation is used,

as it is assumed the user will look at all words in one collocation

at each fixation. Thus the distance term in eq. 1 is dropped as a

constant, and the number of words (𝑛𝑖 ) and total number of words

visited by the fixation (𝑛𝑎𝑙𝑙 ) will be the same, leading to:

𝑆𝑔𝑖𝑤𝑗 𝑓𝑘 = (𝑙𝑜𝑔(𝑛𝑎𝑙𝑙 ) + 1) ×
√
Δ𝑡 × 𝑐 (𝑤 𝑗 ) (3)

Each word will have a combined score using these two formulas.

Finally, the score of the subtitle is calculated by summing all word

scores in the subtitle for each fixation and normalizing by the

duration of the subtitle:

𝑆𝑠𝑖 =

∑︁
𝑤𝑗 ∈𝑆𝑖

𝐾∑︁
𝑘=0

𝑆𝑠𝑖𝑤𝑗 𝑓𝑘 + 𝑆𝑔𝑖𝑤𝑗 𝑓𝑘

𝑡 (𝑠𝑖 )
(4)

For each fixation, the group 𝑛𝑎𝑙𝑙 is made of words in the para-

central vision region. This region changes based on the user’s head

distance from the screen, so a fixed-size circle around the gazepoint

would be inaccurate. Thus, a formula to compute this region de-

pends on the distance between the user and the screen (𝑑) in cm,
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the resolution of the screen (𝑃𝑃𝐼 ) with a constant conversion factor

from inches to cm, and the angular size of the paracentral vision

(𝛼) [64]. In this case, the paracentral’s angular size is 5
◦
. All objects

within the circular region around the gaze point will be selected

for the interest model. The radius of the region is defined by:

𝑟 = 𝑑 × 𝑡𝑎𝑛(𝛼) × 0.393701 × 𝑃𝑃𝐼 (5)

3.5 Automatic Question Generation
We used multiple-choice questions for our post-test. Xiao et al.

[70] found that ChatGPT-generated questions were too simplis-

tic (e.g., “What is something?”) and had easy distractors, due to

straightforward prompts. To address these issues, we set three AQG

requirements: (1) target content with the highest interest score (sub-

section 3.4) to focus on challenging areas for learners, (2) ensure

choices explain a concept or idea to avoid vague questions, and

(3) ensure distractors are related to the correct answer to avoid

irrelevant options. The criteria prompt is as follows:

Here are the criteria for the question:
1. The question must have the word: “[word]”.
2. All choices should explain a concept or an idea in
a sentence about 15 words long without giving away the
answer.
3. All incorrect choices must be from the video and
related to the correct choice.
4. All choices should have a similar number of words.

ChatGPT generates questions with four choices (one correct answer

and three distractors) for target subtitles, including five seconds

before and after, with the complete subtitle file in its knowledge

base for context.

3.6 Implementation
A web application implemented GazeQ-GPT using ReactJS [36] and

ElectronJS [20] to display the videos and glosses and communi-

cate with an eye tracker. The official OpenAI API library [42] was

used for executing prompts. The full prompts are in the appendix

(subsection A.2).

3.6.1 Eye Tracking. We used a Tobii Eye Tracker 5, downsampled

to 33Hz. It also tracks head position. To address gaze jitter and

microsaccades, we applied 1€ smoothing [8]. For classifying gaze

into saccades and fixations, we followed Lobão-Neto et al. [33], who

recommended context-specific parameters (img: 𝜎 = 0.01, 𝜆 = 0.95,

𝛼 = 0.095, 𝛽 = 1.0; vid: 𝜎 = 0.01, 𝜆 = 0.95, 𝛼 = 0.025, 𝛽 = 1.0).

To adjust for sampling rate differences, we adjusted the moment

transition (𝛼) to 0.175 for video/subtitle fixations and 0.665 for

marginal gloss (img). Fixations are analyzed to extract words from

the paracentral region and calculate the interest score as detailed

in subsection 3.4.

3.6.2 Collocations in Marginal Gloss. The subtitle highlights avail-
able collocations (Figure 2a), in which the marginal gloss displayed

definitions of said collocations. Initially, the marginal gloss is hid-

den off-screen (right side). To show the gloss, the gaze must shift

near the right margin of the screen (Figure 2b). Once the gloss has

been activated, the video will pause.

3.6.3 Question Generation Process. Once the video ends, GazeQ-

GPT administers a five-question multiple-choice comprehension

quiz. The system selects the top five subtitles scored by the interest

model and selects the highest-scored word as the target word (Fig-

ure 2c). For each (word, subtitle) pair, a multiple-choice question

with four choices is generated (Figure 2d). Explanations are also

generated to give feedback on why each choice is incorrect or cor-

rect. Once all questions are generated, the order of the questions

and choices are randomized. Throughout the process, the complete

subtitle file is also in the knowledge base via file retrieval. We used

gpt-4o due to its fast generation speed.

4 User Study
To evaluate whether GazeQ-GPT can automatically generate effec-

tive questions for video content using subtitles and assess if gloss

can enhance comprehension on videos, we conducted a user study

to measure the helpfulness of marginal gloss for jargon and explore

the personalization and helpfulness of questions contrasting with

(GazeQ-GPT) and without (ChatGPT) the interest model using only

subtitles.

4.1 Participants and Apparatus
We recruited 40 participants using recruitment posters and a mass

email sent to students. Individuals reported their highest or current

degree: a Bachelor’s degree (𝑁 = 25), a Master’s degree (𝑁 = 9),

a PhD (𝑁 = 2), or a high school diploma or lower (𝑁 = 4). On a

5-point scale from 1-“never” to 5-“all the time,” they reported the

frequency of how often they enable subtitles as𝑀𝑑𝑛 = 4 and their

strategies for catching up with video content. Strategies reported

are rewinding parts of the video (𝑁 = 26), reading subtitles (𝑁 = 14),

taking notes and searching concepts on the internet (𝑁 = 4), and

no strategies (𝑁 = 2) (e.g., binge-watching).

The study took place on campus, and participants were in person.

They used a desktop with a 24-inch monitor, keyboard, and mouse,

running the web application locally. The participant’s screen, inter-

actions, and tool logs were all recorded. Participants received the

equivalent of $20 CAD.

4.2 Design
The study followed a mixed design with two conditions. gloss

(without gloss vs. with gloss) is a between-subject condition where

half the participants were exposed to gloss. qestion type (GazeQ-

GPT vs. ChatGPT) is a within-subject condition where all were

exposed to both sets of questions. Two educational videos (∼9min)

(“The History of Chemical Engineering” and “The History of Elec-

trical Engineering” from CrashCourse
12
) were used. Video and

question orders were counterbalanced — half of the participants

watched video one first, and half completed the ChatGPT questions

first. Participants were unaware of the difference in the question

generation process.

1
https://www.youtube.com/watch?v=aRKyJRAxjpM

2
https://www.youtube.com/watch?v=3nB1Ntku06w
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Figure 3: Data for the question generation and testing: (a) fixation durations in screen regions, (b) subtitle and gloss interest
scores grouped by word complexity, (c) post-test completion time for each question. Black points represent means and 95% CI.

4.3 Procedure and Tasks
Introduction: After completing the consent form and the demograph-

ics questionnaire, the participant was told to evaluate the questions

after watching the video.

Tutorial: For participants watching with gloss, a video demon-

strates how to activate the gloss and must activate it at least once

before proceeding.

Watch Videos: The participants watched the whole video and can
rewind it using the progress bar or arrow keys to rewatch parts.

Participants with gloss can also activate the gloss at any time. Once

the video ended, the participants answered five multiple-choice

questions. A 25-second delay was added to ChatGPT questions to

mock the generation process of GazeQ-GPT questions. Participants

must answer each question correctly and rate it (like or dislike).

Questionnaires: After each video, the participant completed a

questionnaire and 5-point scale statements. The questionnaire was

identical for both methods. After both videos, a final questionnaire,

including a System Usability Scale [7], is administered.

5 Results
All 40 participants watched, answered, and rated all questions with-

out abandoning. We analyzed how our interest model drove the

question-generation process by detailing the fixation duration and

interest scores. Finally, questionnaires (5-point statements and us-

ability) are detailed below. Results are visualized in Figure 3 and

Figure 4.

Fixation Duration. Participants fixated on the video more than

the subtitles, and the marginal gloss the least. Participants without

gloss fixated on the video less (M=7m31s; 95% CI: [7m14s, 7m51s])

compared to participants with gloss (M=7m55s; 95% CI: [7m41s,

8m10s]). There was no difference in subtitle fixation.

Interest Scores. A trend of greater interest for more complex

words was observed across both subtitles and gloss.

Post-test Completion Time. Using ART ANOVA [68], there was

a significant main effect of qestion type (𝐹 (1, 349) = 4.85, 𝑝 =

0.049, 𝜂2𝑝 = 0.011) where participants took an average of 4s (95% CI:

[-0.2s, 7s]) longer completing GazeQ-GPT questions.

Binary Question Ratings. Participants rated each question on a

binary scale (e.g. “like” and “dislike”). 175 ChatGPT questions and

171 GazeQ-GPT questions were liked out of 200 ratings each. Using

McNemar’s test with continuity correction, there was no significant

effect (𝜒2 = 13.0, 𝑝 = 0.22, 𝜙 = 0.25).

Usability. On the System Usability Scale, with gloss was rated 88

(95% CI: [82.66, 92.17]), typically considered to be “Excellent” [1],

whereas without gloss was rated 80 (95% CI: [75.42, 84.50]), between
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Figure 4: Ratings for 5-point statements for (a) GazeQ-GPT with gloss, (b) ChatGPT with gloss, (c) GazeQ-GPT without gloss,
and (d) ChatGPT without gloss.

“Good” and “Excellent.” Using the Mann-Whitney U test, gloss

significantly affected usability (𝑈 = 0.45, 𝑝 = 0.019, 𝑟 = 0.45).

Questionnaires. Participants rated all five 5-point statements: “I

found the questions to be helpful” (𝐼𝑄𝑅 = (3−4), (4−5), (3−4), (4−
4)), “I found this technique easy to use” (𝐼𝑄𝑅 = (3 − 5), (3.75 −
5), (3−4), (3.75−5)), “I found this technique enjoyable” (𝐼𝑄𝑅 = (3−
5), (4−5), (4−4), (4−4.25)), “I found this technique not distracting”
(𝐼𝑄𝑅 = (3−5), (3−5), (4−4), (4−4.25)), “I would use this technique
if it was available” (𝐼𝑄𝑅 = (4−5), (4−5), (4−5), (3−4.25)) for GazeQ-
GPT with gloss, ChatGPT with gloss, GazeQ-GPT without gloss

and ChatGPT without gloss, respectively. All statements have a

𝑀𝑑𝑛 = 4 except for “I found this technique enjoyable” for ChatGPT

questions with gloss with a𝑀𝑑𝑛 = 4.5. Using ART ANOVA, there

were no significant effects (𝑝 > 0.05). For participants with gloss,

they rated “I found the marginal gloss helpful” with 𝑀𝑑𝑛 = 4

(𝐼𝑄𝑅 = (4 − 5)) with 9 rated “Strongly agree”, 7 rated “Agree”, 3

rated “Neutral” and 1 rated “Disagree”.

5.1 Participant’s Comments
This section will discuss the results and describe the themes in the

participants’ comments.

Marginal Gloss Usability. Participants’ comments on the mar-

ginal gloss were favoured. For example, it helped them understand

the video better (e.g., “I really liked the definitions sidebar because
it helped me understand more complex words and then understand
the whole concept being taught in the video. It was also really helpful
because I did not have to use my mouse, and using my eyes made it
much quicker.” – P4 and ‘‘I found the marginal definitions so useful
because some terms were technical for someone who is not familiar
with the field.” – P12). They also favoured the ease of accessing the

marginal gloss via gaze (e.g., “I liked that the words with definitions
provided in the side panel were highlighted so I knew when to look to
the right if I needed it.” – P20).

Question Quality. Participants were asked to comment on the

quality of the questions. We replaced the “first set” or “second set”

with their associated question set (i.e., GazeQ-GPT or ChatGPT)

for easy reading. The questions helped them understand the con-

tent and gave great explanations (e.g. “I thought the [GazeQ-GPT]
questions were relevant to the important topics of the video.” – P1)

on why the option is incorrect/correct (e.g., “Both sets of questions
were challenging but gave great explanations as to what the correct
responses were.” – P19 and “During the [post-test], I liked how you

were given feedback if the answer that you selected was incorrect.”
– P4). Some thought it would be a good knowledge check and a

way to review the content afterward (e.g., “I think this method of
teaching and learning will help both the teacher and student to know
how the students are grasping the knowledge from the course content
and how well do they know the course respectively.” – P14).

However, there were conflicting comments on how well-written

the questions were. For example, the questions were straightfor-

ward (e.g., “[GazeQ-GPT] questions were clear” – P16, “The questions
didn’t hurt my brain to read.” – P30, “I thought the quality of the
questions was pretty good because it helps to see how much informa-
tion you retained from the videos.” – P37 and “[GazeQ-GPT] questions
related more closely to the video, without being overly detailed to the
point where the information can’t be remembered.” – P40) or hard

to read (e.g., “I think some of the [ChatGPT] questions are hard to
understand.” – P33). Some mentioned inconsistent quality of the

distractors (e.g., “Some of the options in the test were not related to
the question” – P16).

6 Discussion
The study’s main takeaway is that GazeQ-GPT implicitly models

user interest by prioritizing fixated words in the marginal gloss and

rewatched subtitles. Both question types were suitable, but GazeQ-

GPT has more variance in the questions generated while providing

meaningful guidance for the LLM than ChatGPT. Marginal gloss

helped participants understand the video better and was not dis-

tracting. Overall, GazeQ-GPT can generate various questions based

on meaningful viewing behaviours and subtitles for educational

videos, while marginal gloss improves video comprehension. The

details are outlined below.

Marginal gloss helped understand the video better. The comments

about the marginal gloss were positive. They agreed the collocation

definitions helped them understand the concepts being taught. They

also liked how the gaze-triggered gloss was easy and faster to use

than the mouse. Note that all collocations were highlighted in

the subtitle. Still, there were no significant levels of distraction

compared to the no gloss condition, suggesting they hold value in

understanding technical jargon to understand the concepts better.

Furthermore, the use of gloss positively impacted the SUS score,

providing additional evidence to support this finding.

Both question types are suitable using only subtitles. Based on the

5-point statements, comments and binary ratings, ChatGPT and
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Figure 5: Top-5 scoring subtitles scored by the interest model for (a) chemical engineering and (b) electrical engineering videos.
The green rows represent what ChatGPT thought was important, and the first row represents the questions used in the study.
Each subsequent row represents a question set for a participant. It shows that target subtitles varied between participants,
while ChatGPT showed little variance. Green verticals highlight alignment to the timestamps used in the ChatGPT condition.

Table 1: Sample question set from the most similar times-
tamps between two participants. Bolded words are the target
words used in the prompt.

P3

What was the key point of the development of the

point-contact transistor in 1947?

Thomas Edison tried to discredit the push for alter-

nating current (AC) by:

In 1968, American engineerMarcian Hoff contributed

significantly to computing by developing which of the

following advancements?

In the context of the video, how did Samuel Morse
utilize his morse code development to advance telecom-

munication in the United States?

In the context of early electrical engineering, what was

a primary purpose of the Gramme dynamo developed

by Zénobe-Théophile Gramme?

P38

What was the primarywork of early computers before

World War II?

What strategy did Thomas Edison use in the War of

Currents to discredit alternating currents (AC)?

How did Samuel Morse utilize the electromagnet in
the development of the telegraph?

Which statement best describes how sound is repro-
duced in Alexander Graham Bell’s telephone inven-

tion?

Which statement best describes the evolution of elec-

trical engineering in relation to computers?

GazeQ-GPT were perceived positively in learning the content. Pre-

vious AQG works rely on articles and texts. Still, whether subtitles

or video scripts can provide enough information to generate mean-

ingful questions is unclear. The study shows subtitles can provide

enough information and ignore noise to provide helpful questions

based on the 5-point statements. For example, the difference in

register between writing and speaking and subtitle timestamps

presented in the file does not affect the quality of the question.

GazeQ-GPT further changes and shrinks the context by extracting

the subtitle, but ultimately, it still provides the same quality as Chat-

GPT. This suggests subtitle content can provide enough context to

generate viable questions for educational videos.

GazeQ-GPT prioritizes fixated words in the marginal gloss and re-
watched subtitles. Our interest model implicitly guides the question

generation process to generate questions based on fixated marginal

gloss despite having a total average fixated time of 13s. It is ev-

ident in the interest scores, as none of the confidence intervals

overlap with the non-gloss scores. This could be due to reading the

definition resulting in longer fixation duration and, as a result, an

increase in interest score.

The primary strategy reported was rewinding parts of the video

(𝑁 = 26). Thus, we analyzed whether our interest model can implic-

itly model this behaviour in the question generation. 13 participants

rewound parts of the video. Out of the 13 participants, the model

targeted 81.5% (95% CI: [65.6%, 95.4%]) of the rewatched subtitles.

GazeQ-GPT produces a variety of questions between participants,
indicating personalization. Our interest model extracted different

subtitles and prompt words between participants, resulting in per-

sonalized questions. For example, the questions varied when ex-

tracting the most similar timestamps between two participants on

the same video (Table 1). Figure 5 shows the different contexts

used for the question generation for all participants. Our interest
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Figure 6: Average interest score across participants for each subtitle for (a) chemical engineering and (b) electrical engineering
video. The red bars are sorted in ascending order. The exponential distribution indicates some subtitles had more interest than
others, indicating meaningful guidance to the LLM.

model can extract many contexts at a time and, thus, create multiple

meaningful questions of interest (e.g., fixated gloss or rewatched

subtitles) in parallel.

To further investigate the variation of AQG, we compared the

variance between ChatGPT and GazeQ-GPT, generating an ad-

ditional 10 ChatGPT question sets. The green rows in Figure 5

represent the timestamps extracted by ChatGPT, where the first

row is the question set used in the study. It shows a slight vari-

ance between the question sets compared to GazeQ-GPT. In some

cases, questions can duplicate within the question set even with the

previous history of questions and will need to be re-generated, re-

quiring human verification. Comparing the generation process, our

method can generate questions in parallel without the additional

help ChatGPT requires and without sacrificing question quality.

GazeQ-GPT provides meaningful guidance to the LLM without
AQG quality loss. Our method provides a greater variance in the

questions generated. To verify whether our interest model selected

subtitles randomly, we plotted (Figure 6) the distribution of the

average interest score for each subtitle across participants. If the

selection were random, the expected distribution would be constant.

However, Figure 6 shows that the average interest scores follow an

exponential distribution. Most of the subtitles have an interest score

close to zero despite participants fixating on an average of 84% of the

subtitles for at least 500ms. The same trend can be observed for both

videos. Additionally, the subtitles with the highest average score

contain valuable information. For example, the highest average

score for the subtitle for electrical engineering is “This is called

arc lighting,” and the lowest is “Well, it can be dangerous.” This

higher variance in questions could also explain the longer post-test

completion time for GazeQ-GPT, where participants must recall

secondary topics. Furthermore, there was no significant difference

in the questions’ quality based on the comments, binary ratings

and 5-point statements, suggesting that guidance by fixations on

subtitles does not affect the AQG quality. Overall, the interest model

can adapt to different viewing behaviours and focus on which

segments of the video (subtitle) to generate questions about. GazeQ-

GPT questions can be found in the supplementary material.

7 Limitations and Future Work
The results could be LLM dependent. We used GPT-4o for both

ChatGPT and GazeQ-GPT, but it can still produce hallucinations,

such as irrelevant definitions. This rare issue can be resolved by

regenerating the question without significantly affecting the over-

all experience, as indicated by 5-point statements. Additionally,

question readability varied among participants. To address this, we

could over-generate and rank questions by difficulty, response time,

and readability [5, 50, 51, 72].

Participants’ prior knowledge could affect usability. Only two

participants are in electrical engineering. Therefore, it is unclear

whether the marginal gloss would have any effect if they have

prior knowledge of technical jargon or in the field. Future works

should consider curating advanced marginal content for users with

prior knowledge. Most participants were also undergraduates, fu-

ture works should consider simpler topics (e.g. Grade 1 math) or

different demographics.

Video duration. The chosen videos for GazeQ-GPT were around

10 minutes long. Thus, the knowledge base of the subtitle file in

GPT-4o is relatively small. Longer videos could affect GPT-4o’s

retrieval performance and, thus, question generation. This could be

mitigated by subdividing the video and subtitles. For longer videos,

an interest score threshold could be used to generate questions

during playback, rather than queuing to the end.

Different video domains, such as language learning or training

videos, should also be considered. Language learning videos may

require different question-generation prompts, focusing more on

vocabulary, grammar, or comprehension, while training videos

might emphasize procedural knowledge and application.

Alternative applications. Our interest model only considers gloss

and subtitle fixation duration. Another approach is to use the video

content to drive question generation with multimodal models con-

sidering visual frames content and saliency (i.e., detecting a diagram

or schematic), or apply the approach to reading text documents.

8 Conclusion
We have described GazeQ-GPT, which implements a method for

a personalizing question-generation process in a subtitled video

context by leveraging a gaze-driven interest model and LLMs. Our
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user study found that GazeQ-GPT’s gaze-triggered marginal gloss

improves usability as it provides brief explanations and definitions

for technical jargons to improve the learner’s understanding of

complex terms and concepts encountered in the videos. Further-

more, the study results comparing GazeQ-GPT and ChatGPT sets

of questions, showed that our interest model successfully implicitly

models the learner’s behaviour, guiding the questions to generate

based on fixated gloss and rewatched subtitles. Both question types

were found to be helpful in a video context. However, GazeQ-GPT

produces a variety of questions for learners and personalizes the

question generation on the fly.
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A Appendix
A.1 Collocation Detection
The pseudocode (Algorithm 1) for detecting collocation/phrases for

a subtitle as described in subsection 3.2.

Algorithm 1 Collocation Detection Algorithm

1: function GetPhrases(subtitle)

2: tokens← Tokenize(subtitle)

3: phrases← [ ]

4: 𝑛 ← length(𝑡𝑜𝑘𝑒𝑛𝑠)
5: for 𝑖 = 0 to 𝑛 − 1 do
6: phrase← tokens[𝑖]

7: if ¬IsStopword(tokens[𝑖]) then
8: for 𝑗 = 𝑖 + 1 to 𝑛 do
9: phrase← Concatenate(phrase, tokens[ 𝑗])

10: if ¬IsStopword(tokens[ 𝑗]) then
11: if IsValidPhrase(phrase) then ⊲ Ask

ChatGPT if token sequence is a valid phrase

12: Append(phrases, phrase)

13: else
14: break
15: end if
16: end if
17: end for
18: end if
19: 𝑖 ← 𝑗 − 1
20: end for
21: return phrases

22: end function

A.2 ChatGPT Prompts
Our proposed methods involved using ChatGPT, an LLM, due to

its multi-language support as it is trained on publicly available

data (e.g. internet data). You can condition ChatGPT by inputting

instructions describing the task to solve various tasks, providing

the LLM examples (few-shot learning) or without examples (zero-

shot learning) [32, 49, 52]. Chain of thought (CoT) prompting [66]

proposed a method by modifying the examples to step-by-step

answers and achieved higher performance across difficult bench-

marks [12]. A zero-shot approach, zero-shot-CoT, eliminates the

need to hand-craft few-shot examples per task while extracting

step-by-step reasoning by simply adding “Let’s think step by step”

to the end of the prompt [24]. Automatic instruction generation

has improved the solution to “Let’s work this out in a step by step

way to be sure we have the right answer.” [79]. We will use zero-

shot-CoT prompts to maximize performance when implementing

AQG and CWI. After each response, ChatGPT is asked to parse the

response in JSON.

A.2.1 Complex Word Identification. The prompt for CWI (Table 2)

will have ChatGPT describe the absolute and relative complexity

of the target word [40], and based on its analysis, it will score the

target word 1–5. The target audience is also needed for personalize

complexity [30, 57, 58, 76].

12

https://doi.org/10.1145/1978942.1978963
https://aclanthology.org/2023.bea-1.52
https://doi.org/10.18653/v1/2023.bea-1.52
https://doi.org/10.1017/S0272263119000688
https://aclanthology.org/2024.bea-1.39
https://aclanthology.org/2024.bea-1.39
https://doi.org/10.18653/v1/W18-0507
https://doi.org/10.1109/ICDAR.2015.7333762
https://doi.org/10.1109/ICTAI50040.2020.00067
https://openreview.net/forum?id=92gvk82DE-


GazeQ-GPT: Gaze-DrivenQuestion Generation for Personalized Learning GI ’25, May 26–29, 2025, Kelowna, BC, Canada

Table 2: ChatGPT prompts for complexword identification. A
checklist is used to guide ChatGPT in scoring the complexity
of the target word.

Prompt

Role

Prompt

System

You are an expert on NLP. You analyze the word’s

complexity using a scale of 1 to 5, with 1 being

the least complex and 5 being the most complex.

Here is some information to analyze the word’s

complexity:

1. Words having multiple meanings are more

complex.

2. The word’s higher cognitive load or demand is

more complex.

3. Higher acquisition difficulty of the word is

more complex.

4. Rarer words are more complex.

Consider that the person reading this word is

[enter target audience].

User Word: [enter word]

Assistance

Let’s work this out in a step by step way to be

sure we have the right answer.

A.2.2 Collocation Detection. For each subtitle, each subtitle is pro-

cessed as described in subsection 3.2 using ChatGPT (Table 3). Once

the token sequence fails, the previous successful token sequence

will be displayed back to the user via gloss.

Table 3: ChatGPT prompts for collocation detection using
true/false format.

Prompt

Role

Prompt

System

You are a language expert. Check if when

combining two terms forms a phrase. If so,

provide one-sentence definition for each term in

the given context and the whole phrase so that a

12 year old can understand. Also, you must

provide example sentences using the phrase.

User

“[enter token sequence]” is a phrase (Context:
[enter context])
A) True

B) False

A.2.3 Question Generation. The prompt has a checklist to ensure

the questions are high quality and avoid simple questions (Table 4).

It also gives a target word with the maximum score within the

subtitle to guide the topic of the question. After the assistant gives

the question, the prompt will ask for feedback for each option on

why it is incorrect or correct.

Table 4: ChatGPT prompts for question generation. A check-
list ensures the questions generated will be of consistent
quality.

Prompt

Role

Prompt

System

You are a professor making a multiple-choice test

about a video. Describe your steps first.

User

Create an advanced multiple-choice question

about the video given with four choices. Give the

correct answer at the end of the question.

Here are the criteria for the question:

1. The question must have the word: “[enter
word]”.
2. All choices should explain a concept or an idea

in a sentence about 15 words long without giving

away the answer.

3. All incorrect choices must be from the video

and related to the correct choice.

4. All choices should have a similar number of

words.

User Video: [enter subtitle text]

Assistant

Let’s work this out in a step by step way to be sure

we have the right question that fits the criteria.

User

Explain in one sentence why option [option letter]
is [incorrect/correct]. Do not use words in any of

the choices. Output the explanation.
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